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Abstract—To extend the lifetime of wireless sensor networks,
recent works suggest the use of relay nodes. This paper surveys
and examines representative approaches dealing with relay nodes
deployment. It also discusses their shortcomings and presents
a comparative study. Additionally, this paper provides a set of
remarks and recommendations to improve the usage of relay
nodes in wireless sensor networks and highlights open issues
that need further investigation.

I. INTRODUCTION

A
WIRELESS Sensor Network (WSN) is composed of

Sensor Nodes (SNs) and Collector Nodes (CNs), de-

ployed in a well-defined geographical area, called Region of

Interest (RoI), to monitor the occurrence and/or evolution of

a target event [1]. Each SN is responsible for collecting data

associated with this event, via its sensing unit, and commu-

nicating them, using its wireless communication interface, to

one of the CNs, directly, if the latter is in its communication

range, or through a multi-hop routing, with the contribution

of other intermediate SNs [1].

The successful completion of the control/monitoring mis-

sion assigned to the WSN requires that the network should be

deployed and managed in a rigorous manner, which guarantees

the RoI coverage and the WSN connectivity throughout the

assigned mission [1]. The coverage must be of a predetermined

order k (k ≥ 1), where each point of the RoI is covered

by at least k SNs. Likewise, the connectivity must be of a

predetermined degree l (l ≥ 1), which means that each SN

has l disjoint paths, connecting it to the CNs. Usually, a

redundancy in coverage and connectivity is provided (k, l ≥ 2)

to ensure fault-tolerance.

In the WSN, the SNs are responsible, on the one hand, for

collecting data related to the target event, and on the other

hand, for forwarding it to the CNs. These two energy-hungry

activities limit the lifetime of SNs, and lead sometimes, to

the loss of coverage and/or connectivity [1]. Moreover, SNs

have limited communication range, which requires, in most

cases, the use of multi-hop routing, where packets go through

multiple SNs before reaching the CNs, which increases the

overall delivery latency and data loss rate.

To overcome the aforementioned challenges, some recent

WSNs architectures [2], [3] include, in addition to SNs and

CNs, relay nodes (RNs) that benefit from extended energy

autonomy and a communication range greater than that of SNs.

In WSNs, these RNs are intended, in particular, to preserve [4],

[5] or to restore [6], [7] the network connectivity, by actively

participating in the forwarding of the collected data from the

SNs to the CNs. This allows to balance the load between the

SNs and the RNs [8], [9], [10], and thus prolong the network

lifetime.

Nevertheless, the realistic and efficient utilization of RNs

in WSNs is a long process that is in its early stage, and

it currently faces several challenges [11], [12], [13]. It is a

process consisting of several phases. In the first place, the

appropriate usage mode of RNs should be selected. After that,

the next phase chooses the topology of the network, according

to the context, the constraints, and the desired objectives,

before starting the RNs deployment phase. This latter is an

NP-Hard problem [11], [12], [13] that consists of determining

the number and the positions of RNs in the RoI. Finally, to

extend the lifetime of the deployed WSN, a last phase designed

to optimally manage the built topology should be considered.

In this paper, we clearly define the contours of the problem

of using RNs in WSNs, by surveying and discussing represen-

tative approaches dealing with RNs deployment. This survey,

intended to help researchers to quickly understand existing

works, is completed by a set of remarks and recommendations

to improve the usage of RNs in WSNs.

The rest of this paper is organized as follows. Section II

presents the operating modes that describe the possible sit-

uations of RNs usage that can occur in practice. Then, the

objectives and constraints of the problem at hand are identified

in Section III. Section IV is devoted to the description of the

possible WSN topologies in the presence of RNs. Section V

surveys existing RNs deployment methods, and discusses their

underlying assumptions. Next, Section VI summarizes the

reviewed approaches, discusses their shortcomings, presents

a comparative study, and highlights open issues. Finally,

Section VII concludes the paper.

II. OPERATING MODES

Guaranteeing the WSN connectivity throughout the planned

monitoring/control mission remains the main motivation for

RNs usage, despite their relatively high cost compared to that

of SNs [14], [15], because the loss of connectivity may lead
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to the failure of the mission assigned to the network. Ensuring

network connectivity is achieved through two modes of RNs

usage: reactive mode and proactive mode.

A. Reactive Mode

This mode of usage occurs when the WSN, consisting of

SNs and CNs, is already deployed in the RoI (Fig. 1(a)).

As time goes by, the battery-powered SNs will gradually be

energy-exhausted and begin to disappear from the network,

thereby leaving in their places what is commonly called

coverage voids [1]. The number and sizes of these latter will

expand gradually, causing sometimes the partitioning of the

WSN into completely disjointed subnetworks (Fig. 1(b)). In

this situation, some still operational SNs cannot communicate

their data to any CN. It is at this moment that RNs should

be deployed at specific locations [16], [17], [18], to restore

the network connectivity, ensuring that each SN is able again

to transmit its data to at least one CN (Fig. 1(c)). Thus, the

deployed RNs act as gateways that interconnect the pieces of

the network.

B. Proactive Mode

Sometimes, the use of the RNs along with SNs and CNs

is considered at the network setup [16], [17], [18]. This is

a precautionary measure by which the network administrator

aims to preserve the coverage and the connectivity, throughout

the planned monitoring/control mission [6], [7]. In fact, the

RNs participate, from the beginning, in the routing of the data

from SNs to CNs. In this way, SNs are, partially or totally,

unloaded from the routing activity, which allows to extend

their lifetimes, and thus, preserve the coverage quality of the

RoI. On the other hand, the participation of RNs in data routing

has a much lesser impact on their lifetimes, compared to SNs,

because RNs have extended energy, which allows preserving

the WSN connectivity.

The proactive usage of RNs is better than its reactive

counterpart, in the sense that it maintains both coverage and

connectivity, through load balancing between SNs and RNs

starting from the network setup. However, it is not meant

for emergency situations, where the restoration of connectivity

should be immediate.

In practice, the choice between these two RNs usage modes

is dictated by the order of priority given to each targeted

objective (coverage, connectivity, cost, etc.), the constraints

specific to the control mission (budget, duration, urgency, etc.),

the constraints imposed sometimes by the RoI (a single area

or several geographically distant areas) and by the functional

characteristics of the employed SNs and RNs (communication

range, storage capacity, etc.). The next section identifies the

objectives and constraints commonly considered in the litera-

ture.

III. OBJECTIVES AND CONSTRAINTS

Connectivity is not the only reason behind the usage of

RNs in WSNs. Some existing works not only seek to preserve

simple connectivity (1-connectivity) but attempt to provide

fault-tolerance, by deploying a sufficient number of RNs, so

that each SN will have l (l ≥ 2) disjoint paths to forward its

data to CNs [4], [5], [9], [10], [14], [19], [20], [21]. In this way,

it would be possible to substitute, in the opportunistic moment,

a broken or overloaded path, by another more appropriate path.

In addition to connectivity and fault-tolerance, the usage

of RNs has other objectives such as (1) the minimization of

cost, through the minimization of the number of RNs to be

deployed [4], [5], [11]; (2) the minimization of the packet

delivery delay [8], [13], [22], [23], [24], by ensuring that the

routing paths are as short as possible; (3) the maximization

of the network lifetime, notably by preserving the energy of

SNs [2], [4], [11], [25] and/or by using RNs powered by

green energy (where they harvest large amounts of ambient

energy) [5], [16], [26], [27], and (4) the maximization of the

communications links quality [22], [27], [28], which allows

to avoid or to minimize the packet re-transmission operations

that have a negative impact on the energy consumption and

on the packets delivery delay [1].

Sometimes, some of the above-mentioned objectives are

taken into account in the form of constraints. These latter

could be related to the budget allocated to the mission, and

are usually implemented by limiting the number of RNs to

be deployed [2], [3], [17], [27]. Considered constraints could

also be associated with the real-time nature of the intended

application, and are carried out by requiring that the packets

delivery delay is always below a tolerable threshold [8], [13],

[29]. Other types of constraints are imposed by the RoI, such

as limiting the possible positions of RNs [3], [4], [5], [8], [12],

[19]. This last constraint often occurs in real-life applications,

because the RoI can include hostile or inappropriate places,

where it would be difficult, or even impossible, to place the

RNs. Also, the positions to be occupied by the RNs are always

dependent on the placement of SNs and CNs in the RoI, as the

main role of the RNs is to restore and/or maintain the WSN

connectivity.

Of course, some objectives are contradictory, such as fault-

tolerance and deployment cost, and some others are perfectly

correlated, such as the quality of communication links and

the energy consumption of SNs and RNs. The definition of

an order of priority among these objectives, which takes into

account the various constraints and the correct relationship

between them, remains necessary for efficient usage of RNs.

The next section provides an analysis of the different WSNs

topologies considered in the literature to meet the desired

objectives.

IV. WSN TOPOLOGIES

The objectives, the constraints, as well as the RNs usage

mode adopted to satisfy them, all must be considered when

selecting, thereafter, the adequate topology of the WSN.

This topology, which defines the communications among the

various nodes and the role of SNs and RNs in the data

routing operation, have three possible forms, namely, the 1-tier

topology, the 2-tier topology, and the hybrid topology.
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(a) (b)

(c)

Fig. 1. Connectivity restoration by using RNs.

(a) 1-tier (b) 2-tier (c) Hybrid

Fig. 2. WSN topologies composed of SNs, RNs, and CNs.

A. 1-tier topology

In this topology, shown in Fig. 2(a), SNs are involved,

together with RNs, in the forwarding of data to CNs [6],

[8], [11], [16], [17], [19], [28]. Thus, the intermediate nodes,

forming the routing path connecting a SN to a CN, can be SNs

and/or RNs. Typically, this 1-tier topology is selected when a

reactive usage of RNs is assumed, more specifically, when

RNs are merely used to restore the WSN connectivity. In this

manner, RNs potential positions are limited and are located in

the voids separating the pieces of the disconnected WSN [8],

[16], [18], [21].

B. 2-tier topology

In this topology, illustrated in Fig. 2(b), each SN deals only

with the collection of data and transmits it to one of the CNs or,

if necessary (no CN is within its communication range), to one

of the RNs within its communication range. Subsequently, the

RNs take care of routing this data to CNs [4], [5], [12], [13],

[14]. Thus, the intermediate nodes, constituting the routing

path connecting a SN to a CN, are necessarily RNs.
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This 2-tier topology is seen as a clustering scheme of the

WSN [4], [11], [14], [24], [30], where each cluster has a

RN, acting as a cluster-head, and many SNs, acting as cluster

members. This topology correlates much more with a proactive

usage of RNs [5], [10], [27] because the positions to be

occupied by the RNs should be well distributed over the entire

RoI, so that each SN can communicate with at least one RN.

In this way, it would be possible to build the necessary clusters

based on RNs, such as all the cluster-heads are RNs [2], [4],

[11], [14], [24], [30].

In comparison with the 1-tier topology, the 2-tier topology

is more promising in terms of packets delivery delay and loss

rate [8], [13], [22]. This is due to the fact that the routing

paths, consisting only of RNs that have a communication

range exceeding that of SNs, become shorter. Also, the 2-tier

topology extends the lifespan of SNs [4], since these latter

are totally unloaded from the routing task. In return, the 2-tier

topology is costly, since its construction requires more RNs

[4], [5], [19]. To address this gap, approaches adopting this 2-

tier topology endeavor to minimize the number of used RNs.

C. Hybrid topology

To take advantage of the aforementioned benefits of the

2-tier topology while minimizing the number of used RNs,

some approaches [24], [25] adopt another topology, that we

qualified it as hybrid. This hybrid topology resembles the 2-

tier topology, except that the communication between a SN

and its closest RN is performed, if necessary (RN is not in

the communication range of the SN), via other intermediate

SNs (see Fig. 2(c)). Thus, data collected by a SN can traverse

a set of intermediate SNs, before reaching the first RN,

which accomplish, together with some other RNs, the rest of

the routing operation, similarly to the case when the 2-tier

topology is used.

V. RNS DEPLOYMENT APPROACHES

It should be noted that, unlike SNs that can be deployed

randomly or deterministically [1], RNs are always deployed in

a deterministic way, given the main following considerations:

(i) RNs are responsible for forwarding data from SNs to

CNs, whose positions must be computed according to the

locations already occupied by SNs and CNs [31]; (ii) RNs are

significantly more expensive than SNs. Thus, in comparison

to a random deployment, a deterministic deployment allows

to better optimize the total number of RNs.

The deterministic deployment of RNs consists in computing

the number and the appropriate positions of the RNs in

the RoI, which allow to reach the sought objectives and to

respect the considered constraints while taking into account

the assumed topology [4], [7], [28]. This problem has been

shown to be computationally NP-hard [2], [3], [11], whose

resolution involves two phases: a formulation phase and a

resolution phase. The formulation phase describes, on the basis

of the adopted assumptions, the relation between the different

constraints and objectives, whereas the resolution phase, which

is based on heuristics or meta-heuristics, selects from the

set of possible solutions, one solution that meets the desired

objectives.

It should be noted that one of the most important as-

sumptions that determine the soundness and practicability of

a proposed deployment approach are those in relation with

the adopted communication model. The latter describes, in

a binary [2], [6], [11], [12], [17] or probabilistic manner

[3], [16], [22], [26], [28], the quality of a communication

link between two nodes, according to a set of parameters,

which group in most of the proposed approaches, the distance

between the communicating nodes [2], [3], [11], [12], [22],

the transmission range (power) of nodes [2], [3], [11], [12],

[22], the obstacles [32] as well as the medium of transmissions

(radio, acoustic, etc.) [3].

In the related literature, there are different formulations of

the deterministic deployment of RNs such as STP (Steiner

Tree Problem) [4], [12], [17], [19], [22], CDS (Connected

Dominating Set) [11], [25], SCP (Set Cover Problem) [8],

[9], [13], [30], MST (Minimum Spanning Tree) [10] or ILP

(Integer Linear Programming) [5], [7], [24], [26], [33]. Some

other RNs deployment approaches [2], [14], [16], [28] come

up with their proper formulation of the problem at hand. The

formulated RNs deployment problem is solved through meta-

heuristics such as the GA (Genetic Algorithms) [2], [20],

the GSA (Gravitational Search Algorithm) [2], [18], [27], the

DE (Differential Evolution) [27], the PSO (Particle Swarm

Optimization) [18], the Column Generation (CG) algorithm

[33] or other existing heuristics [34], [35], [36], [37], [38].

Some others RNs deployment approach [13], [14], [16], [26],

[28] devise their proper heuristics to solve the problem at hand.

It should be remembered that the effectiveness of a RNs

deployment approach depends on each of the above-mentioned

phases, where the practicalness of an approach is strongly

linked to the considered assumptions and constraints, as well

as to the formulation phase describing their influence on the

intended objectives. Moreover, the degree of satisfaction of

the desired objectives, once they are correctly modeled in the

formulation phase, depends on the efficiency of the adopted

resolution method, which denotes its capacity to explore many

possible solutions and to converge, quickly, towards a good-

quality solution.

VI. SYNTHESIS AND OPEN ISSUES

The introduction of RNs within WSNs in order to preserve

or restore connectivity, in addition to other objectives, is a

delicate task, which requires in the first place a clear definition

of the objectives and an inventory of the various constraints,

to determine the proper operating mode (reactive or proac-

tive). Taking into account the latter, and without disregarding

the constraints and the searched objectives, the appropriate

topology could be selected. It is at this point that the real

work of deployment begins, which consists of determining

the number and positions of RNs, allowing the network to

operate according to the chosen topology while respecting the

objectives and constraints previously identified. This process

482 PROCEEDINGS OF THE FEDCSIS. LEIPZIG, 2019



is illustrated in Fig. 3, which highlights the sequence and

dependence among these phases.

Fig. 3. Process of using RNs in WSNs.

Table I shows a comparative analysis of the most recent

RNs deployment approaches. Although they start with well-

defined objectives, some of these approaches have motivated

the selection of the appropriate topology (1-tier, 2-tier, or

hybrid) based only on the objectives. They overlooked the fact

that this choice is tributary also to external constraints related

to the envisaged application (budget and delay of deployment,

allowed positions for RNs, urgency, etc.), which require to

identify, in the first place, the appropriate operating mode

(reactive or proactive) before thinking about the topology to

be adopted. Due to the omission of this intermediate phase,

the context of these approaches usage remains unclear.

In addition, these approaches suffer from a problem of

practicalness, due to the omission of certain constraints having

a quasi-permanent presence in real-life applications, or be-

cause of the adoption of unrealistic assumptions. For instance,

excepting some works [3], [39], [30] that considered 3D or

very specific RoI, all mentioned approaches are designed

and/or evaluated under the assumption that the RoI is purely

2D, which makes them irrelevant for realistic 3D RoI, and

limits their usage to very limited cases.

Furthermore, besides few works [32] that take into account,

in a superficial way, the impact of obstacles, the wireless

communications are modeled, in the others approaches, by

very simple models that consider only the distance and the

communication range of the nodes, omitting other important

factors, such as obstacles, which can prevent the communica-

tions, or in the best cases, degrade their qualities. Also, some

of these models are binary, forgetting the probabilistic nature

of wireless communications, confirmed in several previous

works.

Additionally, the constraint of RNs positions, which has a

real and quasi-permanent presence, has been overlooked, or

in the best cases, treated in a very superficial way, where all

the allowed positions of RNs are chosen arbitrarily. However,

in reality, the determination of these positions requires an

analysis of the RoI. The impact of this gap will be more

significant in the case of purely 3D RoI, where the topography

is the first factor that imposes this kind of constraints.

Finally, a serious problem should be mentioned and it con-

cerns the basic idea behind the use of RNs in WSNs. Indeed,

the intensive participation of RNs in data routing can exhaust,

in a very fast manner, their limited residual energy, especially

when the 2-tier topology is considered. This aspect has not

been well dealt with and remains an open issue. To handle this

situation, some approaches assume that a RN has an unlimited

energy resource, which remains an unrealistic assumption (at

least for now). Some other approaches have aimed to ensure

k-connectivity to face the failure of RNs, but we believe that

they need to be strengthened. More precisely, we believe that

the process of exploiting RNs in WSNs should be fortified by a

network topology management phase (see Fig. 3), designed in

particular to optimize the RNs energy consumption, by using a

load balancing strategy. To the best of our knowledge, no such

complete solution has been proposed. Consequently, efficient

topology management of a heterogeneous WSN, composed of

SNs and RNs, remains an open issue.

VII. CONCLUSION

Recent works suggest enhancing traditional WSNs archi-

tecture, consisting of SNs and CNs, by introducing RNs to

provide reliable data transport from SNs to CNs. In this paper,

we have presented and discussed the steps that constitute the

process of exploiting RNs in WSNs. This process starts with

the definition of the desired objectives and ends with the

deployment phase, which consists in determining the number

and the positions of RNs in the RoI. In the end, we have

carried out a comparative study among the most recent RNs

deployment strategies and pointed out the main shortcomings

of existing works.

The identified shortcomings are related in particular to the

practicalness of these works since most of them assumed that

the RoI is 2D and adopted unrealistic communications models,

omitting the undeniable impact of some factors on wireless

communications, notably obstacles. Nevertheless, the most

important remark is the absence of a topology management

phase that should follow the deployment of the WSN, and

which helps to optimize the resources of the WSN, especially

the energy of RNs that are actively involved in data routing.

This phase, which must further reinforce the measures taken

by some recent works that have targeted fault-tolerance (by

ensuring the k-connectivity of the network), should notably

manage the load balancing among RNs. We believe that this

phase is highly important and deserves immediate attention.
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