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DEAR Reader, it is our pleasure to present to you Pro-

ceedings of the 2019 Federated Conference on Com-

puter Science and Information Systems (FedCSIS), which

took place in Leipzig, Germany, on September 1-4, 2019.

FedCSIS 2019 was Chaired by prof. Bogdan Franczyk,
while prof. Rainer Unland acted as the Chair of the Orga-
nizing Committee. This year, FedCSIS was organized by the
Polish Information Processing Society (Mazovia Chapter),
IEEE Poland Section Computer Society Chapter, Systems
Research Institute Polish Academy of Sciences, Warsaw
University of Technology, Wroctaw University of Econom-
ics, and Leipzig University, Germany.

FedCSIS 2019 was technically co-sponsored by: IEEE
Region 8, IEEE Poland Section, IEEE Computer Society
Technical Committee on Intelligent Informatics, IEEE
Czechoslovakia Section Computer Society Chapter, IEEE
Poland Section Gdansk Computer Society Chapter, IEEE
Poland Section Systems, Man, and Cybernetics Society
Chapter, IEEE Poland Section Control System Society
Chapter, IEEE Poland Section Computational Intelligence
Society Chapter, Committee of Computer Science of the
Polish Academy of Sciences, Polish Operational and Sys-
tems Research Society, Mazovia Cluster ICT Poland and
Eastern Cluster ICT Poland. FedCSIS 2019 was sponsored
by Intel.

During FedCSIS 2019, keynote lectures were delivered
by:

« Enrique Alba, University of Malaga, Spain,
“Intelligent Systems for Smart Cities”

« Francisco Herrera, Dept. Computer Sciences and Arti-
ficial Intelligence Andalusian Research Institute in
Data Science and Computational Intelligence (DaSCI)
University of Granada, “Deep Data and Big Learn-
ing: More quality data for better knowledge”

« George Spanoudakis, Research Centre for Adaptive
Computing Systems (CeNACS), School of
Mathematics, Computer Science and Engineering,
City, University of London, “Cyber security risks:
Comprehensive mitigation through technical,
contractual and financial mitigation mechanisms”

FedCSIS 2019 consisted of five Tracks and a Doctoral

Symposium. Tracks were divided into Technical Sessions.

Sessions preannounced in Call for Papers as track-related

events (conferences, symposia, workshops, special sessions).

¢ Track 1: Artificial Intelligence and Applications
- Advances in Artificial Intelligence and Applications
(14th Symposium AAIA'19)
- Computational Optimization
(12th Workshop WCO'19)
- Smart Energy Networks & Multi-Agent Systems
(7th Workshop SEN-MAS'19)

* Track 2: Computer Science & Systems
- Computer Aspects of Numerical Algorithms
(12th Workshop CANA'19)
- Cryptography and Security Systems
(6th Conference C&SS'19)
- Language Technologies and Applications
(4th Workshop LTA'19)
- Multimedia Applications and Processing

(12th Symposium MMAP'19)
- Advances in Programming Languages
(7t Workshop WAPL'19)
- Scalable Computing (10th Workshop WSC'19)
* Track 3: Network Systems and Applications
- Advances in Network Systems and Applications
(ANSA)
- Internet of Things - Enablers, Challenges and
Applications (3rd Workshop IoT-ECAW'19)
* Track 4: Information Systems and Technology
- Advanced Information Technologies for
Management (16th Conference AITM'19)
- Data Science in Health (1st Special Session
DSH'19)
- Data Analysis and Computation for Digital
Ecosystems (1st Workshop InC2Eco0'19)
- Information Systems Management
(14th Conference ISM'19)
- Knowledge Acquisition and Management
(25th Conference KAM'19)
* Track 5: Software and System Engineering
- Advances in Software and System Engineering
(ASSE)
- Cyber-Physical Systems (6th Workshop IWCPS-6)
- Lean and Agile Software Development
(3rd International Conference LASD'19)
- Multimedia, Interaction, Design and Innovation
(7th Conference MIDI'19)
- Software Engineering (39th IEEE Workshop SEW-
39)
* DS-RAIT'19 - 6th Doctoral Symposium on Recent
Advances in Information Technology

The 2019 edition of an AAIA’19 Data Mining Chal-
lenge was ts called Clash Royale Challenge: How to Se-
lect Training Decks for Win-rate. Fais—yearthe The task
was related to the problem of selecting an optimal train-
ing data subset for learning how to predict win-rates of
the most popular Clash Royale decks. Awards for the win-
ners of the contest were sponsored by: Esensei and the
Mazovia Chapter of the Polish Information Processing
Society. Papers resulting from the competition are in-
cluded in the Conference Proceedings (Chapter of
Track 1: AATA).

Each paper, found in this volume, was refereed by at
least two referees and the acceptance rate of regular full
papers was ~20,8% (62 regular full papers out of 298
general submissions).

The program of FedCSIS required a dedicated effort of
many people. Each event constituting FedCSIS had its
own Organizing and Program Committee. We would like
to express our warmest gratitude to all Committee mem-
bers for their hard work in attracting and later refereeing
302 submissions (regular and data mining).

We thank the authors of papers for their great contribution
to research and practice in computing and information sys-
tems. We thank the invited speakers for sharing their knowl-
edge and wisdom with the participants. Finally, we thank all
those responsible for staging the conference in Leipzig. Or-



ganizing a conference of this scope and level could only be
achieved by the collaborative effort of a highly capable team
taking charge of such matters as conference registration sys-
tem, finances, the venue, social events, catering, handling all
sorts of individual requests from the authors, preparing the
conference rooms, etc.

We hope you had an inspiring conference and an unforget-
table stay in the beautiful city of Lepzig. We also hope to
meet you again for FedCSIS 2020 in Sofia, Bulgaria.

Co-Chairs of the FedCSIS Conference Series

Maria Ganzha, Warsaw University of Technology, Poland
and Systems Research Institute Polish Academy of Sciences,
Warsaw, Poland

Leszek Maciaszek, Wroctaw University of Economics,
Wroctaw, Poland and Macquarie University, Sydney,
Australia

Marcin Paprzycki, Systems Research Institute Polish
Academy of Sciences, Warsaw Poland and Management
Academy, Warsaw, Poland
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Abstract—We summarize the sixth data mining competition
organized at the Knowledge Pit platform in association with the
Federated Conference on Computer Science and Information
Systems series, titled Clash Royale Challenge: How to Select
Training Decks for Win-rate Prediction. We outline the scope
of this challenge and briefly present its results. We also discuss
the problem of acquiring knowledge about new notions from
video games through an active learning cycle. We explain how
this task is related to the problem considered in the challenge and
share results of experiments that we conducted to demonstrate
usefulness of the active learning approach in practice.

Keywords—Data Mining Contest; Training Subset Selection;
Win-rates Prediction; Active Learning; Clash Royale

I. INTRODUCTION

Video games, and especially mobile games, are considered
as one of the domains in which a huge amount of data is
generated by players on a daily basis. Utilization of such data
in practical applications requires complex analysis towards a
proper understanding of hidden concepts and time-consuming
data preparation process. In particular, it is often necessary
to provide labels of data records that we want to use for
model training. Even though it is very laborious, this process is
necessary to train intelligent models that could provide value to
end-users. Due to limited time and budget, it is usually possible
to label only a small amount of data. The “as-is” market
standard is to manually label data records. To handle this,
a number of corporations utilize crowd-computing services
to outsource data-labeling capability. However, it seems that
the labeling process could be optimized using approaches
related to active learning (AL) [1]. An alternative way could
be, so-called weak supervision, where less reliable labels are
generated using simple heuristics using domain knowledge [2].

In this research, we use as an example a popular mobile
collectible card video game — Clash Royale — which combines
elements of collectible card game and tower defense genres
(https://clashroyale.com/). In this game, players build decks
consisting of 8 cards that represent playable troops, buildings,
and spells, which they use to attack opponent’s towers and
defend against their cards. Using good decks is one of the
critical abilities of successful Clash Royale players. We de-
scribe a challenge in which we take on a problem of measuring
and predicting the deck effectiveness in 1v1 ladder games. In
particular, we would like to find out whether it is possible
to train an efficient win-rate prediction model on a relatively
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small subset of decks, whose win-rates were estimated in the
past. Such a task can also be considered in the context of active
learning, as a selection of a data batch that should be labeled
and used for training a win-rate prediction model.

The remaining of the paper is organized as follows: In
Section II, we discuss a context for the competition, i.e. the
problem of active learning from video game data. In Sec-
tion III, we briefly describe the competition and summarize its
results. In Section IV, we present a framework for predicting
win-rates of Clash Royale decks. In Section V, we conclude
the paper and draw some directions for future research.

II. ACTIVE LEARNING FROM VIDEO GAME DATA

Active learning is a domain within the field of machine
learning, in which the learning algorithm can interactively
query an oracle about labels (or more generally, target attribute
values) of some limited number of training records [3]. Its
applications are particularly suitable when the availability of
labeled data is limited. In such cases, to train reliable prediction
models, it is often necessary to perform a laborious and costly
process of manual data labeling. Through the use of AL, it is
possible to facilitate this process by allowing the algorithm to
choose records which seem the most beneficial for learning [4].
Such a selection of training examples is performed based on
results of a model constructed in a previous iteration of the
AL cycle (Figure 1). The importance of unlabeled examples
is determined by the confidence of their classification or by
the expected model change after including the instances to
the training data [5]. To deal with the cold-start problem, the
first training batch is typically selected at random or by using
some clustering technique to find a diverse yet representative
set of initial examples for labeling [6]. Then, in subsequent
iterations of the AL cycle, additional examples are selected
and the prediction model is continuously improved [7].

In practice, the data is usually labeled by a committee of
experts and the oracle is implemented as a voting system.
Since humans are prone to errors, several experts assign labels
to each data record, and the final labeling is determined by
voting [1]. Research in the AL field focus mainly on algorithms
for selecting a single data record for labeling in each iteration
of the AL cycle. However, when there are many available
experts, it is more efficient to choose larger batches. In this
way, experts who label faster do not have to wait until others
finish their tasks and the prediction model is updated.



-

New data with
unknown labels

A

E % Oracle

Data Label
Select the optimal the data
batch of data to be

labeled by the oracle

Data
Infer labels

Train
for the ML model
dd

Fig. 1. An active learning cycle. The oracle is interactively queried about
labels of records which are selected as the most beneficial for learning by the
algorithm.

In a context of video game data, the role of experts can be
assumed by the community of players. As a consequence, the
committee which assigns labels can be quite large and diverse.
This fact impacts the active learning setup in two main aspects:

1) In order to optimize the efficiency of the AL cycle and
avoid lags in the labeling process, algorithms need to
select many data records for labeling at a time.

2) Each of selected records should be shown to a subset
of available labelers. The voting algorithm should take
into account the diversity of labelers and remain robust,
even in a presence of a large number of noisy labels.

The system governing the AL cycle should be able to guar-
antee that whenever there is an available labeler, it can provide
a new example for labeling. Moreover, the oracle should be
able to find a consensus among contradicting assignments of
labels and be able to discard those whose quality is likely to
be low. This can be done through the estimation of labelers’
expertise, combined with a weighted voting schema [8].

III. CLASH ROYALE CHALLENGE

The task in Clash Royale Challenge was related to the
first of the two problems mentioned in Section II, namely,
the selection of a data subset that allows to construct an
efficient model for predicting win-rates of Clash Royale decks.
The competition took place between April 24, 2019 and June
12, 2019, under the auspices of 14*" Federated Conference
on Computer Science and Information Systems. It was or-
ganized on the KnowledgePit platform which underwent a
significant lift-up shortly before the start of the challenge
(https://knowledgepit.ml/clash-royale-challenge/).

The competition’s task could also be viewed as a continua-
tion of the topic started in the previous year, i.e. the prediction
of win-rates of decks from collectible card video games [9].
The ability to assess quality of decks in a continuously
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evolving game is one of core features of an advisory system
for players, called SENSEI, which is being developed by one
of the competition’s sponsors [10].

Data in this challenge consisted of 100.000 Clash Royale
decks that were most commonly used by players during
three consecutive league seasons in 1vl ladder games. They
were provided in a tabular format. Each row the training set
corresponded to a Clash Royale deck and was described by
four columns. The first one listed eight cards that constitute
the deck. The second and third column showed the number
of games played with the deck, and the number of players
that were using it, respectively. These values were computed
based on over 160.000.000 game results obtained using the
RoyaleAPI service (https://royaleapi.com/) and SENSETI’s data
acquisition module. The last column indicated estimations of
win-rates of the decks, that ware calculated based on games
played in the given time window. Participants were asked
to indicate ten subsets of those decks, with sizes fixed to
600, 700, ..., 1500. These subsets were ought to allow training
efficient support vector regression models (SVR) with radial
kernels [11] for a purpose of win-rate prediction (one model
for each training data subset). Competitors could also tune
hyper-parameters of the models.

A. Evaluation of results and participation in the challenge

The quality of solutions was assessed by measuring the
prediction performance of the models trained on data subsets
indicated by the participants. This evaluation step was con-
ducted on a separate set of decks. This test data consisted of
decks that were popular during the three game seasons after the
training data period. This set was not revealed to participants
before the end of the challenge. However, a small subset of
decks from the test period (a validation data set) was given
to participants. It is also worth noticing that the same decks
could appear in both the training and evaluation data, but they
were likely to have different win-rates. The cause of those
differences is the fact that the game evolves in time, players
adapt to new strategies, and the balance of individual cards
(and their popularity) changes from one season to another.

During the competition, submitted solutions were evaluated
online, and the preliminary results were published on Leader-
board. The preliminary score was computed on a randomly
selected set of 2000 test records, fixed for all participants.
The final evaluation was performed after completion of the
competition using the remaining part of the test data. Each
teams was oblige to submit a report describing their approach
before the end of the challenge.

The measure chosen for the assessment of solutions was the
R-squared. If we denote a prediction for a test instance ¢ as
fi, and its reference win-rate as y;, the R-squared metric is:

RSS
TSS M

where RSS and T'SS are the residual and total sum of squares,
respectively:

RSS = Z(yi - fi)?,

R*P=1-

TSS = (yi— 1)

7
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TABLE L FINAL R-SQUARED VALUES AND NUMBER OF SUBMISSIONS
FROM TOP-RANKED TEAMS. THE LAST ROW SHOWS THE RESULT
OBTAINED BY THE BASELINE SOLUTION.

team name  rank  number of submissions  final result
Dymitr 1 144 0.2552
amy 2 123 0.2530
ru 3 25 0.2257
ms 4 51 0.2241

- 5 30 0.2215
baseline 14 1 0.1564

and y = % > i Vi

A value of this metric was computed independently for
predictions made by SVR models trained on each of the subsets
indicated in the submitted solutions. The final score was an
average of the obtained results.

B. Summary of the competition results

The scores obtained by top-ranked teams are presented in
Table I. The baseline in this challenge was obtained using
a simple algorithm that utilizes basic properties of the SVR
model, i.e., only records which correspond to the support
vectors have any impact on the model. A v-regression SVR
was trained on a subset of the most popular training decks
with the parameter values set such that the number of selected
support vectors corresponded the the desired sizes of target
sets. These vectors were taken as the baseline solution.

Participants of the challenge were able to significantly
improve over the baseline score. Unfortunately, no team from
the top 10 was using an approach that could be applied to
the considered problem in practice. The winners were using a
greedy search heuristic to limit the candidate decks. Then, they
fine-tuned the final sets using exhaustive search. In both cases,
the quality of fit was computed as the R-squared value obtained
on the validation data. In practice, such data would not be
available. Thus any supervised search heuristic would not be
feasible. More detailed description of the winning approach
can be found in [12]. In Section IV, we propose an alternative
method which solves the competition problem without a need
for a validation sample. It uses an approach inspired by active
learning and can be utilized in a way similar to the AL cycle
to continuously adapt to a changing game.

IV. ESTIMATION OF WIN-RATES USING LIMITED DATA

We approach the problem of win-rate estimation in Clash
Royale using limited training data from a pool-based ac-
tive learning perspective. Specifically, we propose a solution
based on density weighted batch uncertainty sampling. For
uncertainty sampling, we provide an informativeness function
tailored to the case of known, but noisy labels. Such an
approach is viable in the context of win-rate prediction because
they change in time due to balance changes in the game. Even
though we can always estimate win-rates using historical data
(e.g. data from a previous game season), such estimates are
likely to be invalid for new game seasons.

A. An informativeness measure

Formally, given a training data set 7' consisting of records
(w5, y:)Y., with known label noise Var[y;] = o? and a model
M, we search for a training subset of given size K, such
that the model trained on this subset achieves the lowest
generalization error, i.e.:

A* = argmin E(x v [I(Y, 4 (X)] )
A:|A|=K

where fA! is the mapping induced by the model M trained on
subset A and [ is the mean squared error loss function.

In our method, we begin by choosing an initial training
subset Ag of size m at random. Then, at each step, we greedily
select a sample that maximizes the importance:

z* = argmax [¢(z)* x Sim(z)” x Dis(z)"] 3)
x:T

where ¢ measures the informativeness of samples, Sim(x) =
(% i sim(x, xl)) is a measure of a representativeness, and
Dis(z) = (3 Zle dis(z,xP)) measures the dissimilarity
in the current batch, assuming that we have already chosen
samples (zf,... xP). Parameters o, 3,7 control the relative
importance of each factor. In this work, we set each of the
parameters to 1. Similarity measure used in all our exper-
iments was the Jaccard index: sim(xi,z2) = }z_igzj} and
dis(x1,x2) =1 — sim(z1,x2).

To derive the measure of informativeness ¢, we assume
normality of the response Y. Given a trained model M
and the posterior distribution of the response g (X;) ~
N (i, 72), we obtain the posterior predictive distribution Y; ~
N (ui,Tf + 02»2). This is valid, since noise process and the
posterior distribution are independent Gaussians. Now, given

a sample (x;,y;) we define the informativeness as

o(xi) =1~ P(D?i — il > |di]) )
=1-=P((Yi — pi) > |di]) = P((Yi — i) < —|dil)

. _ |di] ol —|di|
—1 P(Zl> a$+n-2) P(ZZ< TJW?)
=1—(1—(|di])) — (—]|di|)

=1-29(—|dy)

where d; = y; — u;, Z; denotes a standard normal variable and
® is a standard normal CDF.

In our experiments, we used Gaussian Process Regression
model [13], along with absolute exponential covariance kernel:

K2 \(7,2%) = k% exp ( — @) 4
were k2 and ) are kernel hyper-parameters optimized during
model fitting.

B. Experimental results

We compared the results obtained using our approach to the
best solution from the winners of the challenge [12]. Instead
of computing the R-squared metric, we simply measured the
root mean squared error (RMSE) of SVR models trained on
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Fig. 2. Results of the compared training subset selection methods. The dotted
lines indicate RMSE values obtained on the validation data, whereas the solid
lines correspond to the final test set.

each data subset from the winner’s solution, and on subsets
of corresponding sizes found using our method. We checked
errors of the trained models on the final test set from the
challenge, as well as on the validation set which was fully
available to competing teams during the competition. Figure
2 shows those results. To provide a better reference, we also
computed RMSE values achieved by the baseline method.

Even though our method achieved lower scores than the
winner’s for all subset sizes, it is important to notice that in
practice, when the validation set is not available, it would
be much more useful. For the largest subset size the differ-
ence between is lower than 0.002, which seems negligible
considering the variance of predicted win-rates. Furthermore,
the AL-inspired method is always better than the baseline.
The plot also shows that our method is not over-fitted to any
particular data subset, whereas the the winners achieved much
better results on the validation set than on the final test set.
Interestingly, RMSE of the winning solution on the final set
does not decrease with the growing size of training data subset
(it is even slightly higher). This could be regarded as another
argument in favour of our method.

V. SUMMARY

In this paper, we described Clash Royale Challenge or-
ganized at the KnowledgePit platform, whose scope was on
finding an optimal data subset for training win-rate prediction
models. Our competition attracted 115 teams from 18 coun-
tries. Among the participating teams, 68 submitted at least
one solution file which was ranked on the public Leaderboard.
More than 40 of those teams decided to disclose their approach
by uploading short reports.

A dominating approach used by competitors was based on
a greedy search heuristic with a fit function that used an
additional validation set. As an alternative, we proposed a
method inspired by active learning, which is more suitable
to solve the considered problem in practical applications. In
the presented experiments, we showed that it can be effective.
In the future, we will focus on extending our approach in the
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context of large batch sampling, e.g. by effectively utilizing a
predictive covariance matrix for computing the informativeness
function utilized by our method.
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Abstract—Support Vector Regression (SVR) is a powerful
supervised machine learning model especially well suited to the
normalized or binarized data. However, its quadratic complexity
in the number of training examples eliminates it from training
on large datasets, especially high dimensional with frequent
retraining requirement. We propose a simple two-stage greedy
selection of training data for SVR to maximize its validation
set accuracy at the minimum number of training examples and
illustrate the performance of such strategy in the context of Clash
Royale Challenge 2019, concerned with efficient decks’ win rate
prediction. Hundreds of thousands of labelled data examples were
reduced to hundreds, optimized SVR was trained on to maximize
the validation R? score. The proposed model scored the first place
in the Cash Royale 2019 challenge, outperforming over hundred
of competitive teams from around the world.

Index Terms—Support vector regression, greedy backward-
forward search, data editing, hyperparameters optimization)

I. INTRODUCTION

Support Vector Machine (SVM) is a supervised machine
learning (ML) model developed as far back as in 1963 [1]
on the basis of Vapnik-Chervonenkis computational theory
of learning [2]. Its introduction brought a breakthrough in
back then emerging machine learning domain through the
proposition of wide-margin linear separation of classes of data
in higher-dimensional input space that otherwise were not
separable. Since its original proposal multiple incarnations and
advancements have been added, most notably introduction of
the non-linear SVM classifier with the kernel trick in [3] and
soft margin maximization in [4], [5], shaping SVM to more
or less the model we see and use till today.

Support Vector Regression (SVR) extends the original ca-
pability of the SVM model into the regression space, while
sharing the same model fundamental and properties as SVM
does for classification: for instance in margin-maximizing
hyper-plane characterization, tolerance of errors etc. With
its ground breaking wide-margin generalization capabilities
SVM as well as SVR dominated the ML field for decades
demonstrating significant improvements in supervised learning
problems across many application areas: [1]-[7]

In the face of exponential growth of data in terms of
its variaty, dimensionality and size, we observe today, SVM
(SVR) quadratic complexity in the number of training exam-
ples, practically eliminates it from direct applications on large
datasets starting from hundreds of thousands of data points,
especially if frequent retraining is required [7], [8]. High cost
involved in computing large number of support vectors in SVR
training process is a critical drawback compared to simpler
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supervised ML models, which although unable to demonstrate
such generalization ingenuity, are simply able to complete in
a reasonable time: [9], [10], [11].

Many SVM (SVR) model efficiency improvements have
been proposed recently in an attempt to re-enable the model
for the big data world: from simplifications like elimination
of linearly dependent support vectors [12], through selective
probabilistic examples removal [13], up to support vectors
elimination through smoothed separable case approximation
[11] or k-mean clustering [8] and more related techniques.

Based on the observation that a vast majority of the SVM
(SVR) predictive power comes from fairly small number of
key data-structure-capturing examples, an obvious attempt to
eliminate huge computational cost of training SVR could
be reduced by carefully selecting a small set of the critical
training data points. In an attempt to address this challenge
we have proposed a simple two-stage greedy search process
that returns an ordered list of most predictive data points of-
fering the most predictive SVR model based on incrementally
added number of training examples. Combined with automated
robust SVR hyper-parameter selection we aspire to achieve
a fully automated SVR model construction with a flexible
complexity control mechanism. The strength of our model
has been thoroughly evaluated in the context of Clash Royale
Challenge 2019. This international contest was concerned with
construction of the most efficient SVR model to predict win
rates of the most popular decks of Clash Royale: a card-
based online video game that surpassed 2.5B revenue in the
three years since launch. Our parallelizable double-search
process was able to reduce the original set of 100000 examples
down to 1500 key training data points, which SVR can be
trained with near-optimal validation R? score. Our method
scored the first place in the challenge outperforming more
than hundred of participating competitive teams from around
the world and offering the gaming platforms an efficient new
model for rapid accurate estimation of players win chances to
better stimulate their immersion and maintain challenging and
immersive engagement.

The remainder of the paper is organized as follows. The
Clash Royale Challenge 2019 is described in Section IL
The two-stage greedy data selection strategy is presented in
Section III, followed with experimental results’ discussion in
Section IV and the concluding remarks in Section V.



II. COMPETITION DESCRIPTION

Clash Royale is a popular video game combining the
elements of collectible card game and tower defense genres
(https://clashroyale.com/). The game involves selecting a deck
of 8 playable cards used to attack opponents as well as
defend against their cards. The Clash Royale Challenge 2019
is focused on efficient prediction of win rates of the most
popular Clash Royale decks in the 1v1 ladder games using
support vector regression model. Specifically the intention was
to find out whether it is possible to build an efficient win-rate
prediction model on a relatively small subset of decks, whose
win rates were estimated in the past.

The competition training dataset included 100000 decks
comprising exactly 8 cards out of the total of 90 unique
possible cards with accompanied win rates computed over
160 million games. The validation set of just 6000 randomly
selected decks with win rates was also provided and crucially
was extracted from the same period as the true testing set to
be used as final evaluation in the competition.

The objective of the competition was to provide 10 subsets
of 600,700,..,1500 decks from the training set along with the
SVR hyper-parameters of omega, C and gamma, that once
trained would result in the highest average R? score (Eq. 1)
obtained on the testing set unavailable to the competitors. Only
preliminary results obtained on the small fraction of the testing
set are published on the leaderboard during the competition.

>y — fi)?
>y —7;)?

III. GREEDY 2-STAGE DATA SELECTION FOR SVR

R?2=1- 1))

A. Data preparation

Estimation of future average win rates for every deck was
enforced to be done with support vector regression model
trained on the bag-of-cards represented decks and their histor-
ically computed win rates. Given 90 unique cards the training
dataset was transformed to a binary matrix X[100kx90] of
100k (examples) by 90 (card presence indicators), while the
output vector Y [199%%x1] contained corresponding win rates.
Similarly, the validation set X‘[EOOOXQO] and its corresponding
outputs Y‘[/GOOOXH were prepared in the same way. Since the
validation set was collected from the same period as the unseen
testing set it has been decided that the evaluation of any
model performance will be obtained using R? score computed
exclusively on the validation set Xy against its outputs Yy .
What it means is that at any point none of the data examples
the model is build on will be used to evaluate its performance.
Subsequent tests and the leaderboard score feedback positively
validated this design choice as a robust generalization feature.

B. Hyperparameters’ setting

The support vector regression model used in the competition
used radial basis function (RBF) kernel of the form:

G(xi,25) = exp(—|lzi — ;) @)
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In the light of big discrepancies between the training,
validation and the leaderboard sets used in the competition
we have decided not to optimize ~ parameter to the data
during training, but rather use the recommended heuristic of
setting it to the median distance to the nearest neighbor among
randomly selected small subset of the training data.

The constraint to the alpha coefficients, C, was set to the
outlier-free estimate of the response Y standard deviation
by setting C = IQR(Y)/1.349, where IQR(Y) is the
interquartile range of the response variable Y.

Similarly the e parameter is set to 0.1 of the outlier-free
estimate of Y’s standard deviation ¢ = IQR(Y)/13.49.

C. Greedy online backward-forward data selection

SVR training works the fastest with the small number of
examples, hence it appears the best option is to ensure the
addition of the new data point to the training set maximally
improves model’s validation performance. Selecting the best
new data point requires, however, an exhaustive evaluation
of all available remaining data points, which is computa-
tionally expansive. A balanced strategy, which we called
greedy online backward-forward selection involves a round
of sequential additions of any points that improve the current
SVR performance followed with rounds of removals that do
the same, i.e. improve the current SVR validation performance.
To strengthen the reduction side of the process the backward
search for removals is repeated until not a single data point’s
removal improves SVR performance. Such imbalance ensures
quicker accumulation of valuable data points and pruning
the dataset to the bare minimum, before resuming with the
addition, that overall further speeds up SVR training. The
advantage of such search is its ability to very quickly find
fairly well performing set of training points. The drawback
is that it is sequential - hence not parallelizable and lacking
the high performance quality of the full exhaustive addition /
reduction process. In the competition this search was applied
initially to reduce the original set of 100k examples down to
8000 most predictive data points.

D. Greedy round-exhaustive forward data selection

Greedy round-exhaustive forward data selection follows the
simple strategy of adding the best possible data point at each
round i.e. adding the point that maximally improves the SVR
validation performance. Such search ensures near-optimal
performance at the higher computational cost of testing the
addition of all other remaining data points before selecting the
best at each round. The advantage of such search is also the
fact that it is deterministic hence parallelizable at each round.
Unlike the greedy online search, it also ensures the important
property of incrementally monotonic set performance i.e. its
first n data points are the best n points of the set. While it
is near-intractable to perform such search on the whole set
of 100k data points, after reducing it with the fast but sub-
optimal greedy online search and together with the parallelized
evaluation implementation, it resulted in a relatively fast
process of finding incrementally best performing set of 1500
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data points. From this set, exploiting the above-mentioned
property of incremental performance monotonicity, choosing
the best subsets of 600,700,..,1500 was readily given by taking
the incrementally growing chunk of the data. The backward
side of the greedy backward-forward search was abandoned
for this search simply due to its much higher computational
cost and relatively low effectiveness since high quality forward
search left very little improvement capability for the backward
search at the too high computational cost.

E. Fine-tuning for further generalization improvements

Despite model’s leading leaderboard score, further attempts
have been made to further improve its generalization abilities
encouraged by still rather big R? score discrepancies obtained
for training, validation and leaderboard sets. Beside already
mentioned robust data-dependent hyper-parameters setting,
significant improvement has been also achieved through in-
jecting a little bit of the training set into the validation set such
that the validation set gained extra 4000 data points and now
amounted to 10000 points in total. The added data have been
naturally removed from the training set to avoid training and
validating on the same data points. Injection of the data chunk
from different period improved validation set diversity and
boosted its representativeness, which was reflected in a slight
improvement of the leaderboard R? score by about 0.01. The
increase in the evaluation cost on the larger validation set was
to a degree offset by selection from the smaller training set.
The composition balance between the training and validation
set sizes in the extended validation set was guided by an
intuition but certainly further research on optimality of this
balance could be conducted with likely further improvements.

IV. EXPERIMENTAL RESULTS

The above described 2-stage data selection process has
been executed on the standalone PC/laptop. The faster greedy
online b-f selection has been executed on average perfor-
mance laptop since it is not parallelizable and yielded fairly
quickly the results in a form of about 8000 preselected data
points. Throughout this fast search various fine-tuning and
generalization boosting strategies in the section above have
been tested that led to the chosen automated setting of the
SVR hyperparameters and blending the validation set with
a small chunk (4000 points) of the training set. Then the
greedy round-exhaustive forward search has been executed
on the pre-selected 8000 data points to select incrementally
near-optimal set of best 1500 points. It has been executed
on the standalone DELL PC with 20-cores Xeon processor
and the 20-workers parfor parallelization utilized to train and
evaluate SVR models in each round of data addition. With
such setup the execution was also relatively fast and most
importantly yielded intermediate results that were mixed with
simple complementary selection that yielded incremental score
progress on the leaderboard, reassuring the generalization
validity of the strategy. The validation set R? score obtained
on the subset of preselected 8000 points reached in excess of

Table I
TIMELINE OF MODEL PERFORMANCE IMPROVEMENTS

Component [ online [ exhaustive [ hyperparameters [ validation mix
| 0237 [ 0258 | 0.266 | 0274

RZ score

0.6, while the validation scores obtained for the submission-
ready 10 solutions of 600, 700, ...,1500 were in the range of
0.4 —0.5. The final leaderboard score of the best solution was
almost 0.275 and was the top score among over 100 teams
submissions. Although a huge model overfitting has been
observed - evident in a form of big differences between the
validation set and leaderboard set scores, the consistency and
monotonicity of the score improvements achieved throughout
submission of the intermediate search results reassured the
strategy validity and allow to expect good results.

Based on the feedback from the leaderboard during the
competition, Table I reflects the incremental improvements of
the R? score of the proposed model with gradually added
component features throughout the contest duration.

V. CONCLUSIONS

We have proposed a simple yet robust 2-stage greedy search
strategy for selecting a small subset of the incrementally most
predictive data points tested with SVR model deployed to learn
decks’ win rates within Cash Royale Challege 2019. With
the 15¢ place scored by our model we have demonstarted an
extreme efficiency of the proposed data editing strategy, which
relatively quickly squeezed out the wining accuracy out of only
essential 1% of the original 100k dataset, SVR model would
otherwise be completely intractable to train on.
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Abstract—As more and more data are available, training a
machine learning model can be extremely intractable, especially
for complex models like Support Vector Regression (SVR) train-
ing of which requires solving a large quadratic programming
optimization problem. Selecting a small data subset that can
effectively represent the characteristic features of training data
and preserve their distribution is an efficient way to solve this
problem. This paper proposes a systematic approach to select
the best representative data for SVR training. The distributions
of both predictor and response variables are preserved in the
selected subset via a 2-layer data clustering strategy. A 2-layer
step-wise greedy algorithm is introduced to select best data points
for constructing a reduced training set. The proposed method
has been applied for predicting deck’s win rates in the Clash
Royale Challenge, in which 10 subsets containing hundreds of
data examples were selected from 100k for training 10 SVR
models to maximize their prediction performance evaluated using
R-squared metric. Our final submission having a R> score of
0.225682 won the 3" place among over 1200 solutions submitted
by 115 teams.

Index Terms—Clash Royal, Support Vector Regression (SVR),
R-squared metric (R?), Radial Basis Function kernel (RBF), k-
means clustering

I. INTRODUCTION

OWADAYS with the growth of the Internet of Things

(IoT), 2.5 quintillion bytes of data are produced every
day at our current speed [1]. As 2 sides of a coin, a large
amount of available data help to build complex and robust
machine learning models, while data processing and model
training can be rather intractable. Among all data collected,
some of them are irrelevant to targets, inter-dependent, and
noisy with outliers, leading to inefficient or even intractable
training procedure, and more seriously, poor generalization
capability.

Support Vector machine (SVM), developed at AT & T Bell
Laboratories by Vladimir Vapnik and his co-workers [2], [3],
[4], [5], [6], [7] based on the statistical learning theory (or
VC theory) [8], [9], [10]. The SVM has shown competitive
generalization over many existing machine learning models
in various fields, e.g. optical character recognition (OCR),
object recognition, time series prediction, etc. [6], [11], [12],
[13], [14], as well as in regression, denoted as Support Vector
Regression (SVR) [15], [16], [17], [18]. As we know, training
a SVR model needs to solve a large quadratic programming
optimization problem, which becomes computation intractable
on large datasets.
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To overcome this disadvantage, it is useful to identify a
representative and discriminative data subset from full training
data, which is the intention of the Clash Royale Challenge
2019. Clash Royale is a popular video game which combines
elements of collectible card game and tower defense genres.
In the game, players build decks having 8 cards representing
playable troops, buildings, and spells to attack opponent’s
towers and defend against their cards. Wining a game is highly
dependent on decks. The task of the challenge is to select
small data subsets from a large training dataset, on which SVR
models can be trained to predict win rates of decks.

To address this problem, a systematic approach is proposed
in this paper. The major advantages of our proposed method
can be summarized as follows:

1) Selecting data points on the clustered space of response
variables helps to preserve response distribution, allow
parallel implementation, and reduce computational cost.
Selecting data points from cluster centers of predictor
variables can largely speedy up search procedure by
removing most of training examples from the selection
candidates pool, meanwhile reserving predictors’ distri-
bution and their characteristic features.

Although no guarantee of global optimality, the sys-
tematic approach can deterministically find near-optimal
solutions.

2)

3)

By using our method in the challenge, 10 subsets containing
only hundreds of examples were selected from 100k data
points, on which 10 SVR models were trained to predict win
rates of decks. The average R-squared metric of the 10 models
on unknown testing data is 0.225682, wining 3"¢ place among
over 1200 solutions submitted by 115 teams.

This paper is organized as follows. The challenge is de-
scribed in Section II. The details of the proposed method are
presented in Section III. Section IV discusses the experiment
results. Conclusions are given in Section V.

II. CLASH ROYALE CHALLENGE
A. Challenge task

The intention of the Clash Royale Challenge is to find a
small subset from a large training dataset, on which a SVR
model with Radial basis function (RBF) kernel can be effi-
ciently trained for predicting win rates of decks. Specifically,
competition participants are required to submit 10 subsets of
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decks, including 600, 700, 800, 900, 1000, 1100, 1200, 1300,
1400, and 1500 decks, respectively, each of which allows
training an efficient SVR based win rate prediction model, and
the hyper-parameters of the SVR trained on the these subsets,
ie. ¢ C, and .

B. Database

The data used in the challenge are divided into training,
validation, and testing sets. The training data consist of 100k
Clash Royale decks that were most commonly used by players
during 3 consecutive league seasons in 1v1 ladder games. The
decks in the validation and testing data were popular during
the three next game seasons after the training data period. The
validation dataset consists of 6k decks, which was provided
to competitors for self-evaluation of their solutions, while
the test set was not revealed to participants. The win rates
of decks were also provided in the training and validation
datasets. Since the decks in the 2 sets were collected from
different game seasons, the same decks in different sets may
have different win rates.

C. Solution evaluation

The quality of solutions is assessed using prediction perfor-
mance measured in the R-squared metric of the models trained
on the indicated subsets and the associated hyper-parameters.
The R-squared metric is defined as

o, RSS
=1 TSS’ )

where RSS is the residual sum of squares and 7'SS is the
total sum of squares, which can be expressed as

RSS = (yi — f1)%, )

and 1
TSS =3 (v — 3 2_vi) 3)
7 7
where y; and f; are the ground truth label of the i*" data
example and its prediction, respectively, and N is the number
of data records in the dataset. The score of a solution is the
average R? metric of the 10 SVR models.

Leaderboard scores were provided in the preliminary stage
of the challenge, which were calculated based on a small
subset of the testing data fixed to all participants. The final
scores of the 2 best solutions submitted by a competitor
evaluated on the full testing set were provided at the end of
the challenge.

III. METHOD FOR SUBSET SELECTION
A. Method overview
A systemic method is proposed to select a small subset of
data for training an efficient SVR model, which consists of 5
parts concluded as follows, as shown in Fig. 1.
1) Dividing training data into k, groups according to the

response variable, denoted as y, e.g. win rates in the
challenge.
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Figure 1. Flowchart of the proposed method.

2) Dividing each of k, groups into k; clusters according
to predictor variables, denoted as x, e.g. decks in the
challenge, and constructing k, sets of cluster centers.

3) Selecting a specific number of data points individually
from each of k, center-sets by step-wise greedy search.
The number is dependent on the sizes of the full dataset,
center-set and the subset to be constructed, which will
be discussed later. Note that the total number of selected
points should be much more than the desired size of the
subset.

4) Combining all points selected from the k, center-sets
and selecting exact number of points to construct the
required subset by applying again the step-wise greedy
algorithm.

5) Obtaining the settings of hyper-parameters (¢, C, and ~)
for the SVM model trained on the selected subset.

B. Data representation

A data example is represented using a binary vector with a
length of 90 representing 90 unique cards. Each value in the
vector indicates whether or not a card is in the deck, i.e.

e 1- the associated card is used in the deck,
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o 0- the associated card is not used in the deck.

The training data containing 100k examples are represented
using a matrix with a dimension of 100000 x 90 and the
validation data having 6000 examples are represented using a
matrix with a dimension of 6000 x 90. The response variable
of the training data, i.e. win rates, is represented using a vector
with a length of 100000, and similarly, the win rates of the
validation set are represented using a vector with a length of
6000.

It has been mentioned in Section II that the decks in
training and validation sets were extracted from different game
seasons. Although the same decks may exist in both sets,
their win rates are likely different because the game evolves
in time, players adapt to new strategies, and the balance of
individual cards and their popularity changes slightly from
one season to another. Removing the training examples having
the same decks as the validation set but with different win
rates can avoid uncertainty of such gap, which, however,
cannot yield significant improvement on prediction accuracy.
This indicates, from a certain of view, the robustness of our
selection method.

C. Two-layer clustering analysis

Clustering analysis is firstly applied to guild data selection.
Specifically, a 2-layer clustering strategy inspired by the work
presented in [19] is employed to divide training data into
groups, as illustrated in Fig. 1. In our method, data clustering
is performed by using the K-means clustering algorithm that
is a classical and popular unsupervised machine learning
algorithm [20]. The aim of clustering analysis here is to
preserve the distribution of the full training dataset and reflect
their characteristic features in a reduced dataset.

Clustering analysis is performed independent on predictor
and response variables, e.g. decks and win rates in the chal-
lenge.

1) The training dataset is firstly separated into k, clusters
according to the response variable. The value of k,
can be set empirically based on the distribution of vy,
e.g. k, = 2 in win rate prediction. In this way, the
distribution of y can be preserved, and meanwhile the
subsequent steps can be implemented in parallel.

2) Each of y;, groups are then further divided into k, clus-
ters according to the predictor variables. The value of &,
is empirically determined according to the distribution
of x as well as the sizes of training dataset and the subset
to be selected.

We can finally obtain k, groups, each having k, cluster
centers, via the 2-level clustering strategy. Similarly, the val-
idation dataset can be divided into groups using the same
cluster centers as the training data.

D. Two-layer step-wise greedy search

The data subset is selected to feed to SVR training to
maximize the prediction performance of the model via a 2-
layer step-wise greedy search strategy .

1) First, a specific number of data points are independently
selected from each of k, center-sets by step-wise greedy
search that follows below procedure, where X denotes
the full training set containing N data points, S repre-
sents the subset to be built and R(S) is its R? score.

o Step 1. The search procedure starts with a full
training set of X and an empty subset of S.
o Step 2. Adding the data point, denoted as p, selected
from X to S, which gives the highest score among
all points in X.
« Step 3. Removing the p*" point from X, and N =
N —1.
o Step 4. Going to Step 2 until S is fully filled.
The score of a SVR model is the R-squared metric given
in (1) calculated on the validation dataset.
Let N; be the number of data points selected from the

it" center-set, which is set as:
Ctq Cui
N; = Ny X (— + —)/2, 4
u (Nt + Nv>/ “4)

fori e [1,2,...,ky], where

e N,y is the approximate total number of data points
to be selected from all of k, clusters, which can be
empirically set to be twice as the desired size of the
data subset under selection;

e ¢4 and c,; are the sizes of the it center-sets of the
training and validation sets, respectively;

e Ny and N, are the sizes of the full training and
validation sets, respectively.

2) After the data points are selected from each of k,
center-sets, they are combined to construct a bigger set,
on which the step-wise greedy search is applied again
to select best data points based on the same selection
criteria as the first layer of greedy search.

E. SVR hyper-parameters

The hyper-parameters of the non-linear SVR model with a
Gaussian radial basis function kernel, including ¢, C, and ~,
are optimized for each selected subset using a heuristic grid
search with a range around the seeds and a grid of 0.00001.
The seeds of the hyper-parameters are set as follows.

1) € in the e-insensitive loss function controls the smooth-
ness of the SVR model and the number of support
vectors, which can largely affect model complexity and
its generalization capability. € is set to be an estimate of
a tenth of the standard deviation using the inter-quartile
range of the response variable y, expressed as:

€ = iqr(y)/13.49, )

where iqr(y) is the inter-quartile range of y.

2) The parameter C controls the trade off between training
error and model complexity, i.e. margin maximization,
e.g. C = oo yielding a hard margin SVR model. In
our method, C' is set to be an estimate of the standard
deviation of the response variable, expressed as:

C =iqr(y)/1.349. 6)
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3) ~is afree parameter used in the radial kernel. The radial
basis function kernel, or RBF kernel on two samples x;
and z; is defined as

)

The value of v is optimized by the heuristic procedure
using sub-sampling [21].

K (zi,25) = exp(—/||zi — 25| *).

IV. EXPERIMENT RESULTS

The numbers of clusters in the 2-layer clustering analysis
were set to be:

ky = 2, ()

i.e. the data were divided into 2 clusters according to win rates,
and

k, = 5000, )

i.e. the data in each of the 2 groups were divided into 5000
clusters. The full training dataset containing 100k examples
were reduced into 10k cluster centers from 2-layer clustering
analysis, among which 10 relative small subsets containing the
required numbers of data examples were selected by using the
2-layer step-wise greedy search strategy.

The best solution that we submitted to the competition as
the final solution has a preliminary R-squared metric of 0.2352
evaluated on a subset of testing data and a final score of
0.225682 evaluated on the full testing set, which was scored
the 3"¢ place in the challenge among over 1200 solutions
submitted by 115 teams.

Although the current version of the proposed method was
designed to select a best data subset for SVR model training,
our method can be easily extended for other machine learning
methods without many modifications. The search procedure
followed in our method adding data points in a recursive way
cannot guarantee global-optimal performance. Improvement
can be expected with suitable implementation of global search.

V. CONCLUSIONS

It is useful to select a subset from full labeled data for effi-
ciently training machine learning models, in order to maximize
prediction performance at a small number of data examples.
This cannot only reduce computational cost but also lead to
better generalization capability. To address this, a systematic
approach is proposed for data selection, the performance of
which has been shown in the Clash Royale Challenge, in which
100k data points were reduced to 600-1500 inputted to train
Support Vector Regression (SVR) based win rate prediction
models, wining the 3"¢ place in the challenge. This method,
although developed for data selection in SVR training, can be
easily modified for other machine learning methods. Future
work will also improve the search procedure by introducing
global optimization methods like evolutionary algorithms.
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Abstract—Support Vector Regression (SVR) as a supervised
machine learning algorithm have gained popularity in various
fields. However, the quadratic complexity of the SVR in the
number of training examples prevents it from many practical
applications with large training datasets. This paper aims to
explore efficient ways that maximize prediction accuracy of the
SVR at the minimum number of training examples. For this
purpose, a clustered greedy strategy and a Genetic Algorithm
(GA) based approach are proposed for optimal subset selection.
The performance of the developed methods has been illustrated
in the context of Clash Royale Challenge 2019, concerned with
decks’ win rate prediction. The training dataset with 100,000
examples were reduced to hundreds, which were fed to SVR
training to maximize model prediction performance measured in
validation R? score. Our approach achieved the second highest
score among over hundred participating teams in this challenge.

Index Terms—Support Vector Regression (SVR), K-means
clustering, greedy search, R-squared metric, Clash Royale

I. INTRODUCTION

Support Vector Regression (SVR) shares the same set of
properties as Support Vector Machine (SVM) does for classifi-
cation. Examples include tolerating some errors, characterizing
hyper-plane that maximizes the margin, etc. Because of these
good properties, during the past decades, SVR as well as
SVM have attracted increasing interest and successfully solved
supervised machine learning problems in various fields [1],
[2], [3]. Its quadratic complexity in the number of training
examples, however, eliminates the SVR from training on large
datasets, especially if frequent retraining is required [4], [5].
High computational cost associated with the large number of
support vectors is a critical drawbacks in comparison with
other supervised machine learning algorithms [6], [7], [8].

To improve model efficiency, some approaches for model
simplification have been proposed in the literature, e.g. elimi-
nating support vectors linearly dependent on the other support
vectors [9], selectively removing examples from training data
using probabilistic estimates related to editing algorithms
[10], reducing the number of support vectors using smoothed
separable case approximation [8] or k-mean clustering [5], etc.

One efficient way for fast SVR training is to maximize
its prediction accuracy at the minimum number of training
examples. To address this challenge, a multi-step clustered
greedy strategy is proposed for selecting a small data subset
fed to SVR training fitted with automated robust hyper-
parameter selection. Its performance has been illustrated in the
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context of Clash Royale Challenge 2019 with an aim to build
an efficient win-rate prediction model on a relatively small
subset of decks. The 100,000 labelled data examples in the
training dataset were reduced to hundreds, over which a SVR
model can be trained with near-maximal validation R? score.
Our method achieved the second highest score among over
hundred participating teams. In addition, a Genetic Algorithm
(GA) based approach is also proposed for subset selection to
explore global search in training data reduction.

The remainder of the paper is organized as follows. The
Clash Royale Challenge 2019 is described in Section II. The
clustered greedy selection strategy is elaborated in Section III,
followed with the GA based selection approach in Section V.
The experiment results are discussed in Section V. Finally,
concluding remarks are given in Section VI.

II. COMPETITION DESCRIPTION

Clash Royale is a popular video game, where players build
decks consisting of 8 cards representing playable troops,
buildings, and spells to attack opponent’s towers and defend
against their cards. Building good decks is, therefore, critical
to win the game. The intention of the challenge is to find out
whether it is possible to build an efficient win-rate prediction
model on a relatively small subset of decks, whose win rates
were estimated in the past.

The competition training dataset includes 100,000 decks
comprising 8 cards out of the total of 90 unique possible
cards, which were most commonly used by players during
3 consecutive league seasons in 1vl ladder games, with
accompanied win-rates computed over 160m games. The val-
idation set contains 6000 randomly selected decks with their
corresponding win-rates, which was extracted from the 3 next
game seasons after the training data period. The testing data
extracted from the same period as the validation set, which
were unrevealed to participants, were used to evaluate the
solutions submitted to the competition,

The task of the competition was to select 10 subsets from
the 100,000 training decks, on which 10 efficient SVR models
can be trained with best performance of win-rate prediction.
Besides the 10 subsets, the hyper-parameter values of the
SVR models with radial kernels, including ¢, C, and -y, were
required together.
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The Performance of a SVR model is assessed by the RZ
metric of the model, which is defined as

Zz(yzl—Pz)Q ’
>l — N > i Yi)?

where y; and p; are the true and predicted values of the win-
rate of the i*" data point, respectively, and N is the size of
the testing dataset. The score of a solution is the average of
the R? scores of the 10 SVR models.

The facility to score derived model solutions on a part of
the testing set was provided via the web-based KnowledgePit
platform. Although the submission had to be evaluated for the
whole testing set, the feedback in a form of the R? score was
received based on a small subset of the testing examples, fixed
for the competitors in the preliminary stage

RP=1- (0

III. CLUSTERED GREEDY SELECTION STRATEGY

The clustered greedy strategy has been developed for se-
lecting optimal training subsets, which consists of 4 steps,
i.e. k-means clustering, forward greedy search, sequence opti-
mization, and fine-tuning process. The implementation details
of the method will be elaborated in this section.

A. Data preparation

Estimation of future average win-rates for every deck are
enforced to be done with the SVR model trained on the bag-of-
cards represented decks and their historically computed win-
rates. Given 90 unique cards the training dataset is transformed
to a binary matrix with a dimension of 100k x 90 representing
100k (examples) by 90 (card presence indicators), while the
output vector with a dimension of 100k x 1 contains corre-
sponding win-rates. Similarly, the validation set (6000 x 90)
and its corresponding outputs (6000 x 1) are prepared in the
same way.

There is a big gap between the validation R? values of our
submission-ready solutions and the leaderboard scores, e.g. the
former is in the range of 0.4-0.5 while the latter is in 0.2-0.25.
To avoid over-fitting and achieve robust models, the validation
dataset are extended by combining the original validation set
and training data in 4 ways, denoted as El, E2, E3, and E4,
which are:

« E1: 6000 data examples in the original validation dataset;

o E2: 6000 data examples in the original validation dataset
and 6000 examples having the largest number of games
in the training dataset;

o E3: all data examples in the training dataset, and 16
copies of the original validation dataset for balanced
involvement of training and evaluation dataset;

o E4: removing the training points having the same decks
as those in the validation set from E3 due to the big
discrepancies between the two sets.

The performance of SVR models obtained during search will
be evaluated on one of the 4 validation sets.
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B. Hyper-parameters of SVR

The hyper-parameters of the SVR models with radial basis
function (RBF) kernel, including ¢, C, and +, are achieved in
below ways:

o C, the constraint to the alpha coefficients, is set as C' =

iqr(Y’)/1.349, where igr(Y’) is the inter-quartile range
of the response variable, Y.

e €1s set to be an estimate of 0.1 of Y’s standard deviation,

ie. e =igr(Y)/13.49.

e v is selected using the heuristic procedure internally

implemented in MATLAB.

C. k-means clustering

The idea here is to constitute a subset with the data points
distributed in the full space of training data. To achieve this,
the data are firstly divided into k groups by k-means clustering.
A subset is composed by selecting data points equally from
each of the k clusters. Smaller & leads to high computational
cost and possibly over-fitting caused by concentrated distribu-
tion of the selected data, while bigger k£ may overlook unique
distribution of the training data. We have made a comparison
on different values of k, e.g. 20, 50, and 100, from which it
can be seen that £ = 50 gives the best results.

D. Forward greedy search (FGS)

After dividing the training data into k clusters, a forward
greedy algorithm is applied to select the best subset, which
follows a simple strategy of adding the best possible data point
from one cluster at each time. After a round is completed, in
which £ points have been added respectively from & clusters,
a new round is started if the subset is not fully filled. The
flowchart of the search process are shown in Fig. 1.

This search ensures near-optimal performance at the high
computational cost of testing the addition of all remaining data
points before selecting the best at each search. The advantage
of our method is exhaustive evaluation is only performed on
data points within a cluster, which, compared to testing all
points in the full training dataset, reduces computational cost
to 1/k. In addition, such search is deterministic hence it can
be implemented in parallel.

Below list compares the regression performance of the
SVR models trained over the subsets selected with different
values of k£ and using different validation sets for performance
evaluation of any model yielded in search:

o R? =0.2158, k = 100, validation set: E1,

e R2?2=0.2277, k = 50, validation set: El,

e R?2 =0.2566, k = 20, validation set: E2,

e R2?=0.2593, k = 50, validation set: E2,
where R? is the leaderboard score received in the preliminary
stage.

E. Sequence optimization (SO)

The greedy search that chooses what appears to be the
optimal immediate choice at each time cannot ensure global
optimal performance since the current best point may not lead
to global best path. To improvement this, after 1500 training
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| Start 7*® round, r=1 |
| Start i search, i=1 I:
Adding the best point selected from the /™ cluster that

maximally improves the SVR validation performance, ie.
validation R’ of the model

Sufficient points added?
Yes
Figure 1. Flowchart of forward greedy search, where ¢ and r denote the
indices of a search and a around, respectively, i.e. the ith search is to find the

best point from all available remaining data in the it/ cluster, and a round is
to find £ points in k clusters respectively.

data points are selected, the sequence of the selected data
points are re-arranged by starting a new round of forward
greedy search within the 1500 points. Searching within a
compressed set, model evaluation can be performed on E3
or E4 validation set at a much lower computational cost than
exhaustive evaluation of all available points in a full clustered
set. The prediction performance in the steps of FGS and SO
are compared below (k = 50):

o« R? = 0.2277 in FGS with a validation set of E1 —>
R? = 0.2445 in SO with a validation set of E3;

o« R? = 0.2593 in FGS with a validation set of E2 —>
R? =0.2655 in SO with a validation set of E3;

o« R? = 0.2593 in FGS with a validation set of E2 —
R? =0.2702 in SO with a validation set of E4.

After sequence optimization, the first n data points in the
selected subset are the best n points of the set. From this set
choosing the best 600,700,..,1500 is readily given by taking
the incrementally growing chunk of the data.

F. Fine-tuning process

The final step of our selection approach is a fine-tuning
process, which constitutes a new subset by combining the
support vectors of the SVR model from the previous step with
the training examples outside e-intensive band with smaller
deviation between ground truth and corresponding prediction.
The improvement, however, is not always quite obvious.
The solution with R? = 0.2702 can only be improved to
R? = 0.2703, while some solutions achieved in previous
steps can be improved a little more, e.g. the solution with
R? = 0.2593 can be improved to R? = 0.2606.

IV. GA BASED SELECTION APPROACH

In addition to the main method that was presented in the
previous section, we also implemented another approach using
Genetic Algorithm (GA). In this section, we will present our
GA based approach to select training decks.

A. Population, individual (chromosome), and gene

In GA, at any point of time, there is a population consisting
of individuals each of which is a possible solution that includes
ten different sets of training decks together with the three
required parameters to train an SVM: ¢, C, and ~. In other
words, an individual in our GA population is a possible
solution or submission to the competition.

Given the above definition for an individual in GA, we can
see that there are a couple of ways to define a gene in the
individual (as an individual is a chromosome that contains a
set of genes).

o A possible definition is to consider each training set of
deck indices together with the parameters ¢, C, and ~y as
a gene. In this way, we have exactly 10 genes from 10
training sets of decks in each individual. This definition,
however, has an issue as the gene is too big to efficiently
and effectively perform different variation operations.

« Instead of applying the above definition, the smallest unit
of the individual is considered as a gene in which a gene
could be a specific €, C, and -y to train a model with a set
of training decks, or even a training deck in this training
set. While this definition gives us a finer granulation for
the gene, it requires some tricks to support crossover and
mutation that we will discuss later to make generation
evolve.

B. First generation

As in a typical approach, the first generation of GA should
be generated randomly.

¢ A random ¢ in the range: 0.0 to 1.0

o A random C in the range: 0.0 to 1000.0

¢ A random # in the range: 0.0 to 10.0

« A random set of indices in the range: 1.0 to 100000.0

However, in order to help the GA involve faster, in addition
to randomly generated individuals, we also employ few simple
approaches to get some seed (good) individuals for the first
generation. Note that these approaches are only used to select
(possible) better training decks (indices). For ¢, C, and -, we
use default values (specifically, e = 0.1, C' = 1.0, and v =
1.0/90). Training deck indices were generated for the seed
individuals in the following approaches

o Using indices from decks having the highest number of
games in the training data.

o Using indices from decks having the highest number of
players in the training data.

o Using k-means algorithm to cluster training data into
different groups (e.g. 60 -> 150) and again selecting
the top-10 indices from each group having the highest
number of games or the highest number of players.



18

C. Fitness measurement

As each individual in our GA is a possible solution or
submission, the straightforward fitness score is the prediction
score of the validation data using model trained by parameters
and indexed data specified in the individual. In addition to this
fitness measurement, another way is to evaluate the model
using both training and validation data sets (using different
way to give higher weights to the validation data then the
training data — as ultimately, we still need to mainly rely on the
validation data set). While this validation seems to be better
to avoid over-fitting, the trade-off, however, is that it takes
significantly more time for the evaluation as the model needs
to be evaluated for a much bigger set of data.

D. Mutation

Given an individual, we first randomly select a set of
training decks for the mutation. Then, we will choose to
change one of the following components:

e Changing € to a random number between 0.0 and 1.0,
changing C' to a random number between 0.0 and 1000.0,
and changing 7 to a random number between 0.0 and 10.0
all with a grid of 1076,

o Initially, we randomly selected a single training deck
to be replaced by another one outside the training set.
However, this approach makes the GA extremely slow in
progress. Thus, instead of selecting one training deck,
to make the GA evolve faster, we chose to randomly
select 5% of training decks from the existing indices for
replacement.

Note that in each generation, we randomly select 25% of the
population to apply mutation for generating new individuals.

E. Crossover

Given a pair of individuals, we first randomly select a set
of training decks for crossover. Then, we choose to perform
crossover in the following components:

o Choosing an €, C, ~ independently from a randomly
selected individual.

o We first randomly select a training set of indices having
the same size from both individual (e.g. training set
of 1000 indices from both sides). Then, from the two
training set of indices, we select half of them from each
individual. Note that there could be overlapping in the
selected indices from both individual, and hence generate
less than the number of required indices. In this case, we
have two ways to fill the missing indices: to continuously
select indices from two individuals to fill or randomly
select new indices from outside to fill. In our approach,
we randomly use one of the two methods.

Note that in each generation, we randomly select 50% of the
population to apply crossover for generating new individuals.
F. Selection

We follow the traditional approach to select individuals from
a generation to the next one. Basically, the probability of an
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individual to be selected is proportional to the fitness score
it has. It means that the stronger (higher fitness score) of an
individual, the higher chance it is being selected to be in the
next generation. In our implementation, we choose to maintain
a population of 50 individuals in each generation.

V. EXPERIMENT RESULTS

By applying the proposed methods, the best solution was
achieved by clustered greedy selection with below settings:

e k=50 in clustering,

« validation set: E2 in the step of FGS,

« validation set: E4 in the step of SO.

Its leaderboard R? score is 0.2593 from forward greedy search
and improved to 0.2703 via sequence optimization and fine-
tuning. The SO contributes most to score improvement from
0.2593 to 0.2702. The final score evaluated on the full testing
dataset is 0.253017. Both the preliminary and final scores
of the solution are the 2"¢ highest among over hundred
participating teams, showing robustness of the method against
over-fitting.

VI. CONCLUSIONS

This paper explores the possibility of training a Support
Vector Regression (SVR) model using a minimal number of
training data samples. Two approaches, i.e. clustered greedy
strategy, and Genetic Algorithm (GA) based method, are
proposed for the selection of data subset fed to SVR training
to maximize validation performance. The details of the imple-
mentation are elaborated in the paper. The proposed methods
successfully selected hundreds of points from 100,000 labeled
data samples for efficient SVR training in decks’ win-rate pre-
diction and scored 2" place among over hundred participating
teams in the Clash Royale Challenge 2019.
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Abstract—Knowledge represented in the semantic network,
especially in the Semantic Web, can be expressed in attributive
language AL. Expressions of this language are interpreted in
different theories of information granules: set theory, probability
theory, possible data sets in the evidence systems, shadowed sets,
fuzzy sets or rough sets. In order to unify the interpretations of
expressions for different theories, it is assumed that expressions
of the AL language can be interpreted in a chosen relational
system called a granule system. In this paper, it is proposed to
use information granule database and it is also demonstrated that
this database can be induced by the measurement system of the
adequacy of information retrieval, called a perceptual system. It
can simplify previous formal description of the information gran-
ule system significantly. This paper also shows some examples of
inducing rough and fuzzy granule databases by some perceptual
systems.

I. INTRODUCTION

T IS intuitively assumed that conceiving of information,

represented by descriptions of something, is to discern,
distinguish, and indentify this thing. Conceiving of informa-
tion about an object is preceded by the perception of the
description of this object. The perception consists of a degree
of compliance between certain information resources about
the object and precisely determined knowledge represented
in the set of object descriptions called the thesaurus [9],
[24]. Thus, object perception determines the weight, rank,
and importance of object descriptions representing information
about this object. This also applies to sources of information
about objects, pointing to these objects, called in the computer
science entities, i.e. such signs of these objects, which are
different from their descriptions. Each such reference is called
the information granule [24], [25] and its instance is called
data about the object that this information is concerned with.
The description of the information granule indicates what this
information is about. In the Web, any description, and thus
the description of the information granule, has the address of
information in the memory of computers connected to this
network. This address indicates the sign for human of what
the information relates to, including a specific description of
the object. These are, for example, natural language expres-
sions describing these objects, data representative about these
objects, their image or their sound characteristics. Granules are
grouped into granule systems in which granular calculations
are made, i.e. the information about objects is interpreted. For
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well-established knowledge, granules are data sets. When, for
knowledge representation, incorrect classification of objects
is used, i.e. knowledge about them is probable, uncertain,
unclear, or vogue, then information granules can not be
described by abstract data sets. In such situation, to determine
the information granules it is proposed to use the following
nonstandard formalisms of the set theory [22]: interval analysis
[14], fuzzy sets [29], [30], [31], rough sets [15], [16], [17],
[18], [19] and shadowed sets [20], [21], [22]. In the papers
mentioned above, as well as in other papers on granular calcu-
lations, there is a lack of uniform methods of using abstraction
in order to interpret the expressions of the attributive language
AL in the information granule theories.

It should be noted that in computer science, from the
beginning of its existence, abstraction has been used to reduce
the complexity of the problem and achieve greater trans-
parency [27]. The elementary form of abstraction introduces a
distinction between the level of a concrete (instance, instance
of data) and its type. With abstraction, the class type of similar
concretes can be specified. The lowest level of abstraction is
one that does not require skipping (abstaining from) significant
differences between objects. The abstraction model is an
abstract set of data about objects, described in the terminology
of the set theory in the Cantor sense. At present, the sets are
understood as such abstractions in which the formal language
of the Zermelo-Frenkel ZF set theory can be interpreted, e.g.
sets of decidable data strings in the alternative Vopenka theory
of sets [28], such as: extended sets [3] and multi sets [2]. For
these sets, formal axiomatic set theories have been built, i.e.
precise descriptions of these sets.

For any abstraction there is a relational structure called a
granule system. In this system defines: the set of the universe
elements of this structure, the atomic sets determined by the
universe elements (singletons), relationships like membership
of elements to sets, sets conclusion, sets equality. Furthermore,
any set is a sum of atomic sets and analogously to standard
one, all operations on sets are specified. In any granule system,
the ZF set theory language is interpreted. However, not all
axioms (except from the axioms of the granule system) and
not all ZF theorems must be met in this system. The granule
system, at a higher level of abstraction, specifies knowledge
that is inaccurate, uncertain or unclear at a lower level of
abstraction. For fifty years, for fuzzy sets, no such system has
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been defined and no formal theory has been built. In 1981,
Pawlak [15] described the approximated set at a higher level
of abstraction as an abstract class of the relation of the equal
approximation of sets and proposed to build an axiomatic
rough set theory. A solution to this problem is proposed in
the Bryniarski’s papers [10], [11].

Recently, the information retrieval IR in the semantic net-
work, especially in the Semantic Web, usually means looking
for a reliable source of this information. So far, information
retrieval systems and information interpretations have only
indicated semantically the nearest, described in the thesaurus,
sources of searched information. However, this is not always
the case. Often, when searching for information about an
object in a language deviating from the thesaurus, uncertain,
unclear or inaccurate knowledge is obtained. Nevertheless,
this uncertainty may lead to the unequivocal establishment of
sources of knowledge about this object, i.e. precise knowledge.
In this way, compliance with the description of the object
model is obtained (compatibility with the thesaurus). The
situation described above is called the information disam-
biguation paradox of information retrieval [5].

Searching information in the Semantic Web is to find data
copies which are:

o one-argument values of attributes — data representing
knowledge about some features or types of objects,

o two-argument values of attributes — data representing
knowledge about some properties of objects or relations
between two objects..

In first case, data are called concepts, and in the second
one they are called roles. To describe concepts and roles,
the Description Logic (DL) language [1], [4] is used. The
DL language describing concepts and roles can be extended
to some formulas of the first order logic. In the extended
language, a thesaurus is created, which describes model
concepts and roles, while the ontology is a language which
describes searched concepts and roles. For the searched data
described in the ontology and the recommendations (criteria
and knowledge) of experts, there may be a certain degree
of compliance of these data with the data described in the
thesaurus. This is the assessment of the compatibility of data
with the thesaurus accepted by experts. The conceiving rule
determining the paradox of accuracy appearing here is called
the residuum rule [5].

This paper presents a perception model of descriptions
representing information in semantic networks. In this model,
accepted methods to the description perceptions are used, in
order to use the residuum rule. It is the perception of refer-
ences information resources about the object to the degree of
compliance of this information with the precisely determined
knowledge represented in the set of object descriptions called
the thesaurus. Such perceptual system for descriptions will be
called the residuum system.

The model of information granule systems represented in
semantic networks was formulated at the syntactic and seman-
tic level in the papers [7], [9]. Continuing this research, only
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the method of inducing information granules by the residuum
system will be presented in this paper.

In this paper firstly is presented the semantic network
and the perception in the residuum systems in this network.
Further is definition of the information granule database and
its extension to the information granule system. The perceptual
system defined by the information granule database is novel in
this paper. At the end there are two examples of such system
— rough and fuzzy one.

II. THE SEMANTIC NETWORK

The semantic network, or the Semantic Web, most com-
monly is considered to be a graph schema of knowledge rep-
resentation. It can be identified with an ordered, indexed graph.
In the semantic network the vertices and edges are described
by some attributes: one or two-argument. In this paper, a more
general graphical scheme of knowledge representation is given
in which edges can have more than two vertices [7], [8], [9].

Definition 2.1: The semantic network is a system:

SN = (U, AS, DS), (1)

where:

e U —is a finite set of individual names, object names of
represented knowledge (in the Semantic Web it is a set
of names which have the Web address). Elements of U
are called vertices of the semantic network.

e DS is a family of nonempty sets of vertices descriptions,
and also certain systems of these vertices, called edges.
The number n is the largest number of vertices in edges.

Let card(U) = n and Uye, = U UU? U...UU™. Then:
AS C DS x Uyen, )

Elements of the set AS are called assertions. AS includes
all vertices U:

U={z: exists (dsg, (x1,...%...,x)) € AS,x =2;} (3)

When ds € DS, then exists a set X (ds) C Ugen, such that:
{ds} x X (ds) = ({ds} x Ugen) N AS. 4

Such set and its any subset X is called a subject X with
description ds (shortly: subject), and pair (ds, X) is called
a conceiving subject of description ds. The subject X with
description ds will be identified with the conceiving subject
(ds, X)) of description ds.

For example, let the conceiving subject of description ds be
(ds, X), where R is k-th argument relation such that:

{ds} x R = ({ds} x U*)n X (ds). (5)

The set X (ds) is a relation or sum of relations R defined as
above for any number of arguments. About subject X (ds), it
is said that, it is a maximum subject of the description ds, and
about the description ds, that it is an instance of the subject
X C X (ds).

SN is called full, if sum of all such sets is equal Ugey,.
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Any element of Uge, is called an instance of the SN, and
when this element belongs to some subject X with some
description, it is called an instance occurrence in the SN
network.

Sets {ds} x X(ds) = ({ds} x Ugen) N AS are called
attributes of subjects X C X(ds) with descriptions ds, and
these descriptions will be identified with the instance of this
attribute. The family of all such subjects X (ds) is denoted by
Co. This set is sometimes a division of Uy, set. The elements
of X (ds) are called an instance occurrence of attribute ds,
and elements of AS are assertions. The following notary
agreement is accepted:

For attribute ds the instance occurrence set about this
attribute is denoted as:

o |lds]l =g X(ds).

« the assertion occurrence (ds,u) € AS, is denoted as u :

ds, eg. instead of "6 < 9’ it will be written *(6,9) :<’.

One-argument relations will be called concepts, and at least
two-argument relations will be called roles, i.e. concepts and
roles are subjects of conceiving certain descriptions.

Due to the fact that for any X subject, uniquely designated
by the attribute {ds} x X, the description ds corresponds only
to one relationship R C X, {ds}x R = ({ds}xU*)NX with a
given number k of arguments. Therefore, in the further part of
this paper, with a fixed number of arguments of these relations,
concepts and roles will be identified with the corresponding
descriptions.

Occurrences of instances with some attribute, occurrence
of attributes, subjects with this attribute, concepts, roles and
assertions are described in attributive language AL. Basic
syntax and semantic of AL language are formulated in the
paper [1], and the generalized construction of this language is
presented in papers [4], [5], [6], [7], [8], [9].

For example, a role sonhood connecting a person named
John with a person named Simon, who is his father, leads to
assertion: (sonhood, John, Simon), what can be denoted as:
sonhood(John, Simon) or (John,Simon): sonhood.

To join the concept sonhood with the time current
year, we need two assertions (sonhood, John, Simon) and
(sonhood, current_year), what can be written as a set of de-
scriptions {(John,Simon):sonhood, (current_year):sonhood).

An assertion which is expressed in a sentence Eva
sits between John and Simon can be denoted as:
sit_between(Eva,John, Simon) or (Eva, John, Simon):
sit_between. Roles which are functions, in terms of the
last component, are called operations, for example in the
assertion drive_to (John, New York).

It is significant to notice that in a triple (Eva, John, Simon)
the cyclic inverse of names can be used, and then the following
triple is created: (John, Simon, Eva), which is also an instance
of some role. This new assertion can be expressed in a sentence
John and Simon sit next to Eva and can be denoted as:
(John, Simon, Eva): sit_nextto. The role sit_nextto is cyclically
inverse to the role sit_between.

When a triple (Ewva, John,Simon), which is an oc-
currence of an assertion sit_ between, is reduced by

the first component, then a pair (John,Simon) is also
an instance of some assertion, for example expressed in
a sentence: someone sits between John and Simon -
(John, Simon): someone_sits_between. This role is called
a reduction of a role sit_between.

Distinguished by experts subsystem of SN is denoted as
SNT in which concepts and roles are considered to be
accurate — experts have confidence in this knowledge. SN T =
(UT,AST, DS™T) is called a confidence range for the SN. In
the confidence range is U, = UTU(UT)?U...u(U*)™. The
set SNie, = DST USN. , of all attribute descriptions and
instances of these attributes in the SN is called a thesaurus
of the semantic network SN [8], [9].

III. DESCRIPTION PERCEPTION IN THE RESIDUUM
SYSTEMS

In this paper, some aspects of the perceptual proximity
theory are used in the context of the proximity of knowledge
searched in the semantic Web to the adequate knowledge
represented in the thesaurus. A certain view of nearness
perception is accepted, combining the basic understanding of
perception in psychophysics with the view of the perception
described in the Merleau-Ponty paper [13]. This means that the
perception of nearness of knowledge about reality to adequate
knowledge — and as a result to human knowledge about objects
— depends on the signals of sensors, i.e. signals of the senses
or measuring systems [12].

But it is known that these signals from measuring sys-
tems are received by our senses, and then, as descriptions
of objects, are analyzed in the mind. In this approach, our
senses are compared to the sampling function. They mimic
the impressions describing the features on the numerical values
recognized by the mind. Human sensors (senses) collect data
samples and measure the physical characteristics of objects in
our environment. The physical properties of the object that
are read are described and identified with the features of the
object. It is our mind that identifies the relations between the
values of the features of the object, creating the perception of
the detected objects [13]. Object perception is a measure of the
adequacy of the information resource that defines this object.
As it was written earlier, such a measurement of the adequacy
of the information resource will be hereinafter referred to
as a granule of information. In this sense, by searching for
information about certain objects in the Semantic Web, the
perception of object descriptions and descriptions representing
information about these objects are made. In this way a certain
set of information granules is obtained [8], [9].

Thus, the definition of algorithms for granular calculations
should begin with the definition that is a part of the definition
of the perceptual system.

A. The residuum system

Definition 3.1: The system

(6)

Sp = {(Sp,ep,—p,0p,1p)

21
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is a residuum system, where a set Sp is called the
set of perception values, and it includes two different ele-
ments Op, 1p, called values of truth and false. An operation
ep : Sp X Sp — Sp is called the operation of perception
combination, an operation —p: Sp X Sp — Sp is called the
operation of perception residuum.

Operations of the residuum system satisfy following condi-
tions (for any z € Sp):

ifZ;déOp, then (Op —p Z)le,(Z—)p Op):OP. @)

In addition, there is such an operation ), : p(Sp) —
Sp,p(Sp) = {X : X C Sp}, called the generalized
combination of perception, such that for any x € Sp and
for any nonempty disjoint sets A, B C Sp:

>, 2=0p, 8)
> et == ©)

ZP(A UB) = ZP(A) op ZP(B), (10)
Hence, for any =,y € Sp:
Zp{x,y} = (xepy). (11)

A differentiated operation (.) : Sp — Sp, such that
(0p)¢ = 1p and (1p)¢ = 0p, (z%)? = =, is called the dual
value operation in the system Sp, such that if x,y € Sp and
x <y, then y?¢ < x4,

e If (z =p 2z) = 1p, then the residuum operation is called

the t-residuum.

o If (x = p z) = Op, then the residuum operation is called

the s-residuum.
With the above definitions results:

Fact 3.1: Perception combination is a commutative and
associative operation.

Let in the residuum system Sp = (Sp,ep,—p,0p,1p),
for the operation (.¢) of dual value in the system Sp, exist
such operation ) ., : p(Sp) — Sp, that (for any 2 € Sp and

A, B Q Sp):
2= Op, (12)
ZP/{.T} =z, (13)
— d dyd
Y AUB) =3 (Afepd (B, (4
Then, for any numbers z,y € Sp it is assumed that:

zop y =q (z¢0p y?)?, (15)

for any nonempty, disjoint sets A, B C Sp:
ZP,(A UB) = ZP/(A) op: ZP,(B). (16)

Letx —pry =df ((Ed —p yd)d.

If z # 0ps, then (Op —p z) = 1P,(Z —p/ Op) = Op.
Therefore:

Fact 3.2: The algebra system Sp: =
Op,1p) is the residuum system.

<SP7 ®p/,—pr,
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Definition 3.2: The residuum system

Sp: = (Sp,ep/,—p/,0p,1p) is called the dual system
for the Sp system.

Fact 3.3: The operation —p/ in the residuum system Sp
is the s-residuum operation.

B. T-norm and s-norm systems in the partially ordered set

Theorem 3.1: The algebra system S¢ = (L, e;,—;,0p,17),
is called the t-norm system in the set L partially ordered
by the relation <, in which any subset has infimum and
supremum, where Oy = inf L, and 1; = sup L. It is the
residuum system, if the operation e, : L x L — L, called
the t-norm in the L, satisfies following conditions (for any
numbers w, x,y, z € L):

« boundary conditions

Ope;y=0r,ye:1r =y (17)
« uniform value increase, monotonicity
zeo,y<ze,y whenz <z (18)

o uniform value limitation
w<zoy<z whenw<zx<zorw<ly<z (19

e commutativity

TeyYy=yeT (20)
¢ associativity
reoy(yeorz) = (rey) ez 21
e and
existx > y=sup{t € L:z e, t < y}. (22)

Such described operation —: L x L — L is the t-residuum
in the set L.

Let operation ¢ : L — L be an operation of the dual values
in the S system, then the system Sg = (L, o5, —,0p,11) is
defined as follows (for any numbers x,y € L):

d (23)

(24)

o yd)dv

r—sY = (:Ed —t yd)dv

reosy=(x

Then:

Theorem 3.2: In the system Sg = (L, e, —4,0r,11), the
following conditions are satisfied (for any numbers w, z,y, z €
L):

o boundary conditions

OLesy=y,yes 1 =1y (25)
« uniform value increase, monotonicity
re,y<ze,y, whenz <z (26)

o uniform value limitation
w<ro;y<z, whenw<zr<zorw<y<z (27)

e commutativity

Te Y =Yes T (28)
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e associativity

(29)

zo,(yesz)=(resy) e,z

e and

x—osy=inf{t e L:y<zest}. (30)

Definition 3.3: The system Sy = (L,es,—,,0r,11) is
called the s-norm system in the set L partially ordered by
the relation <, and the operation e, : L x L. — L is called the
s-norm in the L for the operation (.%) of dual values in the
system S¢.

Example 3.1: Let range of numbers L = [0, 1] be ordered
by the relation <. The operation e; : [0,1] x [0,1] — [0, 1],
for any z,y € [0, 1], is the t-norm and is defined by formula:

x oy y = inf{x,y} = min{z, y}. @31

Its generalized form determines the formula, for any set X C

[0,1]
th = inf X. (32)
It can be determined that:
x —¢ y =sup{t € [0,1] : min{z, t} <y}. (33)

Example 3.2: Let range of numbers L = [0, 1] be ordered
by the relation <. The operation e, : [0,1] x [0,1] — [0, 1]
for any x,y € [0,1], is the s-norm and is defined by formula:

resy = Sup{xa y} = max{x, y} (34)

Its generalized form determines the formula, for any set X C

[0, 1]:
Z X =supX. (35)
It can be determined that:
rosy=1—-(1—-2)—= (1—y)=
=1—sup{t €[0,1] : min{l —z,¢} <1-—y} =
=inf{t € [0,1] :y <z e t}. (36)

Having t-norm and s-norm systems can be determined:
Definition 3.4: The system Siogic = (L, ®5,—,0r,11) is
called the logical residuum system.

IV. THE INFORMATION GRANULE DATABASE

Firstly, the definition of the perceptual system is given in
order to define the information granule database. Then, it is
shown how this database is induced by this system.

A. The perceptual system

Definition 4.1: For the semantic network SN =
(U,AS,DS), a perceptual object is an instance which
was given a certain value in the residuum system
Siogic = (L,®s,—,0r,1r), ie. perceptual objects are
elements of some set O = Ugey,, where the set Lo C L is a
set of values of instances in the residuum system Sjogic.

Giving certain values in the Siogic residuum system also has
some interpretation in Siogic. This interpretation is defined by
the definition:

Definition 4.2: A probe function or a perception is a
function that ¢ : O — Lg represents a feature of a perceptual
object [23], [26].

Further, for the SN, it is assumed that any description
¢ € DS corresponds to a certain perception ¢ : O — Ly
determined by this description ¢.

Extending the perceptual system definition [26], for the
concept of the logical residuum system Siogic, it is assumed
that:

Definition 4.3: A perceptual system PS = (O, F, Siggic)
consists of a nonempty set O of sample perceptual objects
and the set F' of chosen perceptions ¢ : O — Ly, called the
perceptions of the PS system. Elements of the L( are called
then the perception degrees.

B. The granule information database induced by the percep-
tual system

Definition 4.4: The system:

Gbase = <G7 {}Ga UGv gGv =G>

OG7 1G7 Ginst; Gset, G0>) (37)

is called the granule information database, where elements
of the set G are called granules, G5 is a set of instance
granules, Gt is a set of set granules and G is a set of
singletons of granules, a granule O¢ is called an empty granule
and a granule 1g is called a full granule, the operations
{}¢,Uq and the relations Cg,=¢ are defined by following
conditions:

Go C Gset, (38)
G = Ginst U Ggey, 39)
Ginst N Gset = 2. (40)
There is some function {}¢ : Ginst — Go, such that
for any x € Ginst, {2} Co 1¢, additionally, if
{zote Co {7}, then {zo}e =¢ {z}a, 4D
Go =A{x € Gset : 3z € Ginst(x = {2}6)}- (42)

There is some function Ug : p(Gset) — Gset, such that

Ua9 = 0¢q, 43)
UcGset = 1a, (44)
Uc{z} = z, for z € Gget, (45)
xr Cg w, (46)
0¢ Ce =, 47)
If x # Og, then, it is not true that z Cg Og, (48)
y=Ug{z € Gy : 2 Cq y}, (49)
for any z,y € Goer, (. =q y) <af
Ugi{z€Go: (2Ccz) & (2 Cqy))=1a. (50)

It is assumed, in the sense of the set theory, that the
Inst : Ugen — Ginst function assigns a certain instance
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granule to each instance. Any such function allows to enter a
notation agreement for the granule Inst({vy,va, ..., vx)), when
(v1,vg, ..., v1) € UF:

(Inst){x1,xa,...,xk) = Inst({vi,va, ...

7Uk>)
iff (v1,vs,...,u) € U* and

z; = Inst(v;), fori=2,...,k. (51)

Theorem 4.1: Let, for any perceptual system PS =
<O,F, Slogic>’ Slogic = <La'sa_>t70L7]-L>, symbols
G,{}¢,Us,Ccy=6,06,1g, Ginst, Gset, Go be interpreted
as follows (for any ¢1,¢s € Gger, @ € Gp, Cy is a family

of maximum subjects in the semantic network SIN):
Ginst = Ugen X LO U COa (52)

where Cy C p(Ugen) and Ly = {r
exists ¢ € F such that r = ¢(a)},

: exists a € Ugepn and

Gset = F7 (53)

G = Ginst U Gset7 (54)

#1 Ca ¢2 iff for any z € L, ¢ () —¢ ¢o(x) =11, (55)
{@n}e=neF, (56)

where p is such perception that for (a,r) € Gipst, pu(a) =
r # 0, and u Cg 1lg, additionally, if up € F and py Ca
p, then pio = p,

{K}GZMEF, 57)

where p is such perception that for K € Cy,pu(a) =
1y, for any a € K, u(a) # 0y, for any a ¢ K and u Cg 1g,
additionally, if puo € F' and puo Cg i, then po = p,

Go={¢ € F: exists u € Ginst,

such that ¢ = {u}g}. (58)
Additionally, if A C F, then:
(UeA) @) =) {yeL:y=gx)Ap €A}, (59)
(61 =c ¢2) ©ar Uc{p € Go: (¢ Cg ¢1) &
S (0 Caq ¢2)} =1g. (60)

Then, the system (G, {}¢,Ue,Ca,=¢
,06,1G, Ginst, Gset, Go) is the granule information
database.

Definition 4.5: The granule database described in above
theorem is called the granule information database induced
by the perceptual system PS.

V. EXTENDING THE INFORMATION GRANULE DATABASE
TO THE INFORMATION GRANULE SYSTEM

Definition 5.1: For any x € Gps and y € Ggey,
x €qy iff {z}e Ca y. 61)

The relation € is called the relation of belonging instance
granule to the granule set.
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Hence, and from the conditions describing the information
granule database:

Theorem 5.1:
{JU S Ginst 1T Eeq OG} =4, (62)
{2 € Ginst : 32 € Go(x € 2)} = Ginst, (63)
{2 € Gser : Tz € Gipst(x € 2)} = Gset, (64)
y=Uc{{r}c : 7 €c y}, (65)

Theorem 5.2: Granules 3'¢, yNg z,yUg 2, and y\ g 2 exist
in the granule database, and are defined by formulas:

yC =Ug{z € Gy :3x € Ginst(z €g 2Nz €q )}, (66)

yNg z=Ngly, 2} = Ug{t € Gy :

Jz € Gust(x EgtNx Egy Nz Eg 2)}, (67)
yUc 2z =Ucly, 2} =Uc{t € Go :
Jx € Gipst(x €EgtN(x EgyV T Eg 2))}, (68)
y\g z=Uc{t € Gy :
Jz € Gipst(x Egt AT EcyN—x Eg 2)}. (69)

In order to unify the expressions of the attributive language
AL in various theories of information granules, formulated
in theories: set theory, probability theory, possible data sets
in the evidence systems, fuzzy set theory, rough sets theory
and shadowed sets theory, the expressions of the attributive
language are assumed to be interpreted in a chosen relational
system G [8], [9], [11] given below. A distinction is made
between the set of granule instances and the set of granule
set instances. In the first set, attribute instances are interpreted
and in the second - set of instances (concepts and roles). The
important thing is that the granule set instances determine
sets of instances. Granule instances are interpreted as elements
of granule set instances, analogically to some classical G
algebra.

Definition 5.2: Let the granule system for the attributive
language be:

G = <G7MG: UGa mGa \G»lGa €a, gG7

=G OG7 1G7 Ginst; Gseta GO> . (70)

where:

o G = Ginst UGger i1s a sum of sets: G, — 1S a set
of granule instances and Gy is a set of granule set
instances,

e Mg is a set of functions mg : G — G,

« operations Ug, Ng are generalized operations of sum and
product described on the subsets of the granules family
G,

e \¢ is an operation of granules difference,

e ( is an operation of granules closure,

« for an empty set, a value of these generalized operations
is an empty granule O and for the G set it is a full
granule 14,
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e E( is a relation of being a granule element,

e C¢ is a relation of granules inclusion for instance set
granules,

e =¢ is a relation of granules closeness for instance set
granules,

o (G is a set of chosen granules.

G is a set of granules called granules of instances single-

tons such that there is some function {}¢ : Ginst — Go and

Go={z€G:3z€ Gz ={z2}a)}.
VI. EXAMPLES OF THE GRANULE SYSTEM
Let consider two examples of the granule system the rough
and the fuzzy granule databases.
A. The rough granule database

Let in the system (Uger,, C), where C is a partition of Uge,,,
operations be defined (for any X C Ugep):

C~(X)=U{K € C: K C X},
CT(X)=U{KeC:KNX # o},

(71)
(72)

Any sets X,Y C Upgep, are indiscernibility, what is written:
X ~Y iff

CT(X)=C"(Y),
CF(X) = CH(Y).

(73)
(74)

The relation ~ is a relation of equivalence. The abstraction
classes [X]. of this relation for the representative X is
denoted as X¢. @¢ is denoted by O¢ and (Ugen)C is denoted
by 10.

The abstract classes of the relations ~ are called rough sets
in the system (Ugep, C).

The set inclusion relations and the rough membership
relation [10] is defined as follows (for any X,Y C Ugen):

X Co Yo iff C~(X) C C (V)

and CT(X) C CT(Y), (75)
X €¢ Yo iff X # @ and exists such K € C,
that X C K,C~(X) C C~(Y) and K C CT(Y). (76)

The expression X €¢ Y¢ is read: X is an element of the
rough set Y. Hence:

X €¢ Yo iffX # @ and exists such K € C,

that X C K and X C¢o Y. (77)

Intuitively, due to the fact that the description of z € Y
cannot be precisely determined, this description is interpreted
as follows: indistinguishable from x elements of the indistin-
guishable elements from the sets Y. With the relation €¢,
the conclusion of rough sets can also be defined. For any
Y C Ugen,

Xc Cc Y iff for any Z C Ugen,

if Z€c X, then Z € Yo. (78)

Using the theorems given by Bryniarski [10], [11], in the
family approximate sets, analogically to the classical set the-
ory, the following operations can be defined: the addition U¢,
the multiplication N, the difference \ ¢ and the complement
'C of the rough sets.

For any rough sets X¢,Yc, and any Z C Ugep,

ZeoXeUc Yo iff Zeoc Xegor ZecY, (19
ZeoXeNe Yo iff Zec Xe and Z €¢ Y, (80)
ZeoXc\cYoiff Zeo Xgandnot Z e Y,  (81)
Z €c (Xo)'C iff Z €c (Ugen)c \c Xc, (82)

Operations U, N¢ can be generalized and used in the same
way as in the set theory.
If the system:

GI‘OUgh = <G7MG7 UGa ﬂGa \G?lG 3 {}Ga €a, gGv

=a6,06,1a, Ginst, Gset, Go), (83)
is interpreted as follows:
Goet =ar { X : X CUgen}, (84)
Ginst =df {X CUgen : X ={z} or X € C}, (85)
G =4 Ginst U Gset, (86)
Ua =dr Uc, (87)
Nag =ar Nc, (88)
\¢ =4 \c; (89)
1G =af /C7 (90)
€a=dar€c, 1)
Cae=arCo, (92)
=c=ar=, (93)
O0g =qr Do = {2}, 94)
1g =df (Ugen)Ca (95)

An operation {}¢ : Ginst — Go such that for any X €
Ginst; {X}e = Xo,Go = {X¢ : X € Ginst}, and the set of
operations M¢ is empty.

Then the system Gpase (equation 37 from definition 4.4)
is a granule information database, and the elements of G
are called the approximate granules. Moreover, the system
Grough is the rough granule system.

B. The fuzzy granule database
Let PS = (O, F, Siogic) be a perceptual system, in which
O = Upgen, and the instance values Ly C [0,1] are in the
residuum system Syogic = ([0, 1], 85, —¢,{0,1}). In the range
[0,1], the s-norm e : [0,1] x [0,1] — [0,1] is defined by
formula (for any z,y € [0, 1]):
x o5y = sup{z,y} = max{x,y}. (96)

Its generalized form determines the formula (for any set X C

[0, 1]):
Z X =sup X. G

25
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It can be determined that:

x —¢y =sup{t € [0,1] : min{z, t} <y} (98)

F is a set of symbols p4 of a function pg : Ugen —
[0,1], and also a symbol of some fuzzy sets [29], [30], [31],
described for any A C Uy, as follows (for any « € K) [17]:

[z] =K< KeCandxe€K,
pa(z) = AN fx][/][]],
ie. F'={py : Y C Ugen}, where | X| denotes the cardinality
of the X.

Hence the result:
Theorem 6.1: There are (for A, B C Ugey,):

99)
(100)

C™(A) ={z € Ugen : ppa(z) =1}, (101)
CtT(A) ={x € Upen, : pa(x) > 0}, (102)

Ac = B¢ < for any @ € Ugen, pa(z) = pp(x) &
& pa = pp, (103)

AC gC BC < for any r € Ugenv,uA('r) —t

—pp(z) =1, (104)
pa(r) = pp(r) =1 pa(z) < pp(z), (105)
Ac Ce Be & forany @ € Ugen, pa(z) < pup(z). (106)

The perceptual system PS = (O, F, Siogic), induces the
fuzzy granule database Gpa,se (equation 37 from defini-
tion 4.4), where symbols G, {}¢,Uq, Ca,=a, 06, La, Ginst,

Gset, Go are interpreted as follows:
Ginst = Ugen X LO U 07 (107)

where C' is a partition of Uge,, and Lo = {r : exisits u € Ugen
and exists u € F such that r = p(u)},

Gset = F7 (108)
G = Ginst ) Gset7 (109)
p1 S pe iff for any x € Ugen, p1 (1‘) —t
—¢ pa(z) =1, (110)
{(a,")}¢ = pn € F, (111)

where (s is such perception that u(a) =7 # Oand p Cg 1,
additionally, if po € F' and pg Ca p, then pg = p,

{K}¢=neF, (112)

where p is such perception that for K € C, u(a) = 1 for any
a € K,u(a) # 0 for any a ¢ K and p C 1, additionally,
if po € F' and po Cg p, then pg = p,

Go={¢ € F: exists u € Gipst,

such that ¢ = {u}g}, (113)
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Additionally, if A C F, then

(UgA)(z) =sup{y € [0,1] : y = p(z) Ap € A}, (114)
(11 =a p2) ©af Uai{p € Go: (1 Ca 1) &
< (1 Cq p2)t =1g. (115)

VII. CONCLUSION

Presented application of abstraction methods in creating
concepts allows to describe and solve more complex problems
of knowledge representation in the semantic network, espe-
cially in the Semantic Web. Following issues are presented in
this paper:

« A semantic network having a more general graph rep-
resentation of the knowledge representation has been
specified, i.e. one in which the edges of the network
can have more than two vertices [5], [7], [8]. Roles in
attribute language AL can join more than two vertices of
the network. In addition, all currently used methods of
knowledge representation can be implemented in a certain
semantic network understood as in this paper.

o The theory of information granule databases in the se-
mantic network has been formulated, in which axioms
meet the standard theorems of the set theory defining the
concept of a set. The model of this theory is the granule
system.

o It has been shown that very complex constructs of the
interpretation of the AL language expressions in the
granule systems [9], at a higher level of abstraction, can
be simplified by reducing them to interpretation in the
granule databases induced by the perceptual system.

o Due to the fact that any granules are sums of singletons,
calculations in granule systems can be simplified by per-
forming them only on certain selected representatives of
the elements of these granules. That allows to implement
such computational procedures for the most frequently
occurring in the processing of knowledge large data sets
represented in the Semantic Web.

In further work presented information granule system will be
designed also for extended sets, multiset, Borel field of sets
and the system of conceiving will be defined.
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Abstract—Many industrial machine vision problems,
particularly real-time control of manufacturing processes such
as laser cladding, require robust and fast image processing.
The inherent disturbances in images acquired during these
processes makes classical segmentation algorithms uncertain.
Among many convolutional neural networks introduced
recently to solve such difficult problems, U-Net balances
simplicity with segmentation accuracy. However, it is too
computationally intensive for usage in many real-time
processing pipelines.

In this work we present a method of identifying the most
informative levels of detail in the U-Net. By only processing the
image at the selected levels, we reduce the total computation
time by 80%, while still preserving adequate quality of
segmentation.

I. INTRODUCTION

SEGMENTATION of complex, noisy images is a core
problem in many industrial applications of machine vi-
sion, especially in monitoring and control of laser additive
manufacturing processes, such as laser cladding [1]. Where
classical image processing algorithms cannot provide neces-
sary robustness (against, for example, plasma emissions or
powder scattering), machine-learning-based solutions are
applied — recently, convolutional neural networks in particu-
lar. However, they are notoriously computationally heavy.
For off-line applications this issue can be trivially solved
with using more compute power, but in some on-line, real-
time applications it is a critical problem. If the process state
changes rapidly, any delay in its measurement degrades per-
formance of the control algorithm.

U-Net is a well-known and proven convolutional neural
network architecture for image segmentation [2]. Its distin-
guishing property is a highly modular, symmetric, dual-path
structure. In the “down” path, which comprises blocks of
max-pooling and convolution layers, features are being ex-
tracted from progressively smaller inputs. Those blocks can

This work was supported from the statutory research of Mechanical
Faculty of WUST. The source material (images from laser cladding process)
for the dataset preparation was supplied by National Centre for Research
and Development - Project AMpHOra - Additive Manufacturing Processes
and Hybrid Operations Research for Innovative Aircraft Technology
Development — INNOLOT/I/6/NCBR/2013.
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be thought of as observing the input at progressively smaller
scales. As a result, they produce feature maps with gradually
more contextual information, but less spatial resolution. On
the other hand, the “up” path integrates the high-context but
low-resolution feature maps with intermediate levels of low-
context but high-resolution information. This allows produc-
ing highly detailed segmentations for objects of different
scales.

Training the U-Net on laser cladding monitoring images
is a relatively straightforward task, even with a small
amount of annotated data. The baseline configuration as de-
scribed by Ronneberger et al. [2] outputs segmentations of
satisfactory quality without the need to apply any tricks or
problem-specific tuning. However, the time of a single im-
age inference, on our in-house hardware, is approximately
250ms. This is unacceptable for any on-line processing pur-
pose — especially for real-time control.

The simplest yet very effective way to decrease process-
ing time is to reduce the size of the input images. This might
have an additional benefit of reducing the cost of data acqui-
sition, or allowing higher processing frame rates. A more
advanced method would be to downsample the images in the
“down” path earlier, skipping some detail scales during in-
ference if the information they contain does not significantly
contribute to the overall segmentation quality. However, it is
difficult to determine a priori, at which scale should the in-
put be observed and at which intermediate scales should it
be processed. Intuitively, this depends on the specific char-
acteristics of a particular problem. Detecting large objects
might require more context — hence, deeper “down” path —
than small ones. On the other hand, segmenting objects with
fuzzy boundaries might not benefit from very high-resolu-
tion features as much as when objects have very clear and
detailed edges.

In this study, we present a method of determining which
blocks in a U-Net are really important for correctly segment-
ing the objects, and which can be removed or skipped to
save computation time without significant degradation of
prediction quality. Our contribution is primarily a way of
optimizing a neural network architecture. However, identi-
fying the levels of detail at which the objects vary can also



30

be seen as an important insight, helpful in better understand-
ing of the problem.

II. RELATED WORKS

The original U-Net [2] builds on the concepts of Fully
Convolutional Networks [3]. While the FCN allowed using
only some of the earlier layers to improve the fidelity of seg-
mentation, U-Net's core concept is to merge even the most
early blocks to capture high-resolution features. Further de-
velopment on these ideas included Pyramid Scene Parsing
[4] — where the input is sequentially pooled into separately
processed streams and then upsampled and merged together
before final prediction — and Feature Pyramid Networks [5],
similar to U-Nets except that at every scale a complete seg-
mentation is produced.

Optimization of neural network architectures was always
of great interest. Early attempts such as Optimal Brain Sur-
geon [6] were primarily focused on improving the general-
ization capability of the learner. In more recent days, most
architecture optimization work is focused on improving in-
ference performance or energy efficiency [7], but there are
also attempts to use these techniques to help extract classifi-
cation rules [8]. The two major directions in network struc-
ture optimization are: architecture search and network prun-
ing. The objective of architecture search is to find the opti-
mal network structure during training, often using genetic
algorithms or growing/pruning strategies [9, 10]. Network
pruning focuses on removal of inactive or inefficient units
from an already trained network in order to preserve its pre-
dictive power but reduce inference time [11].

i SCALE LEVEL
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There is not much research examining the influence of
particular levels of detail on the object segmentation or de-
tection quality. Chevalier et al. [12] studied the influence of
input image resolution on classification performance, how-
ever they did not investigate the influence of deeper, highly
downsampled layers. In this work, we propose a method of
optimizing not only the size of the network input, but also
its intermediate levels of detail as well.

III. EXPERIMENT SETUP

A. Scale-specialized blocks

U-Net consists of distinct “blocks”, comprising two 3x3
convolutional layers of various kernel depths, each followed
by ReLU nonlinearity. From here onwards we will refer to
them as simply blocks. Blocks are usually separated by max-
pooling (in the “down” path) or upsampling and merge lay-
ers (in the “up” path). Thus, different blocks learn to extract
features on different levels of detail.

Intuitively, depending on the characteristics of the prob-
lem, some of those blocks might be less useful for segmen-
tation. This would mean that features of the data at these
levels of detail are not important for a proper recognition.
Blocks detecting those features would therefore waste com-
pute power and memory. However, the problem of identify-
ing them is not trivial.

Naively, one could envision training and comparison of
multiple networks with different selection of blocks (e.g.
one with 3 blocks and downsampling by a factor of 2, or 2
blocks and downsampling by 4). Such a brute-force ap-

: SCALE LEVEL ;
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: Hik x Wik : Hik= x Wik* Hik® x Wik
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Fig 1. Drop-path regularization algorithm adapted to the general U-Net. In this example, “down” block 1 detects features from data downsampled to
some specific resolution (scale level), and the corresponding “up” block integrates context extracted the corresponding level. Level 2 is shown in a dis-
abled state — the “down” block only downsamples the data, while the “up” block only upsamples and merges it, both without any other processing.
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proach might be infeasible, especially if the dataset is large
and the network to be optimized is very deep. Ideally, a sin-
gle network would be designed and trained in such a way
that individual blocks could be freely removed from it with-
out causing a structural failure, but instead only degrading
performance — in the case the block was actually useful for
prediction. Identifying the useless blocks would then pro-
ceed in a manner resembling a structural kind of ablation
study.

B. Drop-path regularization

Larsson et al. [13] presented a regularization algorithm,
drop-path, that allowed them to train a very deep, multi-path
network so that it behaves like an ensemble of networks.
The core idea of drop-path is that if, during every training it-
eration, a random subset of individual paths in the network
is disabled, the rest of the net will be forced to learn to still
produce a correct answer. This allows the network to learn
robustness against random removal of some sub-paths. Ef-
fectively, even though the network trains as a whole, every
sub-path tries to become a fully capable standalone predictor
itself. Larsson et al. report that they were able to extract
even a single path of their FractalNet and it still worked al-
most as good as the whole.

We adapt the drop-path concept to U-Nets in order to al-
low them to learn robustness against removal of particular
levels of detail. In a U-Net, the information from a particular
scale is utilized twice during a single pass: once in the
“down” path, where the features are extracted, and once
again in the “up” path where the features are used to im-
prove prediction resolution. Therefore, in our version of
drop-path, whenever we randomly disable a “path”, we actu-
ally disable both blocks processing data on a particular
scale. Overview of the algorithm is shown in Fig. 1.

To allow uninterrupted flow of the data through the dis-
abled blocks, we replace each disabled “down” block with a
simple bilinear downsampling layer, and the corresponding
“up” block with a similar upsampling layer. We expect the
network to learn to segment the images in the absence of in-
formation from particular scales, thus allowing evaluation of
their influence on segmentation performance by means of a
structural ablation test.

C. Simplified U-Net

As the original architecture, U-Net does not naturally ac-
commodate images of every size, requiring cropping and
matching between “down” and “up” blocks, depending on
the input size. However, as a meta-architecture it is very
scalable — one can easily add or remove deeper blocks at dif-
ferent scales in order to capture more or less context in the
data. We introduce several changes to the U-Net architecture
to simplify it and make it more suitable for the drop-path
regularization algorithm.

We add zero padding (1px wide border) to every convolu-
tional layer, making each block preserve its input size. This
eliminates the need for complex cropping and matching of
data tensors throughout the “up” path.

We set every convolution in every block to produce the
exact same number of channels (64), making every layer
have exactly the same number of parameters. This is crucial
in implementing drop-path: if different blocks produced out-
puts of different depths (as in the original U-Net), skipping a
connection would necessitate a non-trivial mapping between
the tensors.

Additionally, we introduce BatchNorm [14] after every
convolution layer in order to stabilize the gradients. This is
particularly important in the “up” path where data from two
separate sources is combined.

Finally, following the practice of FPN, we change the
type of connections between the “up” and “down” paths
from concatenation (as originally in U-Net) to addition. This
forms a residual connection between the paths, similar as de-
scribed in [15]. This is not a critical change, but it reduces
the number of parameters in the “up” convolutions by a fac-
tor of two, additionally speeding up the computation.

D. Evaluation by ablation

We expect such a U-Net, trained using drop-path regular-
ization, to behave like an ensemble of smaller networks,
each processing data at a particular level of detail. This en-
semble should be robust against removal of one member — at
most, this should cause the overall performance to degrade,
if that member (scale path) strongly contributes to the en-
semble's response. Therefore, we can measure the influence
of a particular scale level by a structural ablation study. To
test how important a particular level of detail is, we disable
its corresponding block and evaluate the network on a vali-
dation set, measuring the change in segmentation perfor-
mance. Additionally, we measure the average inference time
to estimate the influence of disabling a block on wall-clock
performance of the network.

In the experiment to follow, we use this evaluation strat-
egy to reason about the data — and thus the problem at hand
— in two ways.

Fig 2. Example data and segmentations. Top row, left to right: source
image, ground truth (“ignore” label in white); bottom row: segmenta-
tions — left: reduced model (see results, section B), right: full model.



By progressively disabling all blocks starting from the
most high-resolution one, we attempt to identify the mini-
mum scale level at which the network can observe the input
images while still reliably segmenting the objects. The goal
of this experiment is similar to Chevalier et al., except we
consider segmentation instead of classification.

By disabling subsequent blocks, starting from some given
one, in different combinations, we attempt to find which of
the intermediate levels of detail that extract contextual infor-
mation are actually useful for a correct segmentation. This
may provide an insight about how much context and on
which level is really necessary, and which levels could be
skipped to conserve compute time.

It is important to notice that the initial block of U-Net (on
full scale) cannot be disabled — all subsequent layers require
the input to be of a certain channel depth, and this first block
transforms the original channel to a feature map of a com-
mon depth. This means that the initial convolutions will still
be performed on the input of original resolution, constituting
an approximately constant part of the computation time that
cannot be trivially reduced.

IV. REesurts

A. Reference network

We conduct the experiments on an in-house dataset of im-
ages acquired by coaxial on-line monitoring of a laser
cladding process. Images obtained during this process are
inherently noisy and blurry due to plasma emissions and
powder scattering. However, they carry important informa-
tion about process status, encoded in the shape of the pool of
metal molten by the laser beam. The dataset consists of 250
grayscale images 600x600 pixels, manually annotated in 4
classes: background, two object classes of different shape
characteristics (“edge” and “pool”) and an ignore label. Data
was split in training and validation sets (150 and 100 im-
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0.000

T T T T T Y
none 300 px 150 px 75 px 25 px 5 px
disabled scale levels (from 300 px up to)

Fig 3. Results of the input size study. Segmentation performance (IoU
for both classes, red and green plots) on the left axis, inference time
(blue plot) on the right axis.
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Tasie L.
LEARNING HYPERPARAMETERS

Parameter Value
Learning rate schedule constant 0.01
Adamax momenta 0.99, 0.999
Weight decay 0.0001
Batch size 64
Total iterations 750 000
Drop-path probability 0.25

ages, respectively). Example data and segmentations shown
in Fig. 2.

The reference network consists of 5 levels of feature ex-
traction blocks, at following scale levels: 600px, 300px,
150px, 75px, 25px and 5px. Each block comprises two 3x3
convolutional layers with 64 kernels, each followed by a
BatchNorm layer and a ReLU nonlinearity. The network
was trained using the Adamax [16] optimizer under the
cross-entropy loss function. The complete training parame-
ters are given in Table I.

Due to a small number of data samples and the need to
train from scratch, heavy data augmentation routine was
used in the form of elastic deformations [17] and horizontal
and vertical flips. All augmentations were performed on-line
in a random manner, directly before feeding data into the
network. For testing, the intersection-over-union (IoU) met-
ric was used. Results are given separately for either object
class, due to different characteristics of their shapes.

Experiments were conducted in the PyTorch framework
[18] using a single Nvidia RTX 2080 Ti GPU for training
and an Nvidia TITAN Z for performance testing.

The reference network trained in approximately 11 hours
achieving an IoU metric of 0.654 for the “edge” class and
0.809 for “pool” class. The average inference time (with
gradient computation disabled) was 154.5ms, which is al-
ready approximately 38% faster than the original U-Net.

1.0 0.200
F0.175
0.8 4
r 0.150
— I 0.125
)
3 0100 g
0.4 | 0.075
i r 0.050
0.2 1
I 0.025
0.0 T T T T 0.000
none only 5 px only 25 px both

disabled scale levels

Fig 4. Results of the context levels study.
Annotations the same as in Fig. 4.
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B. Input size study

Results of the progressive structural ablation study show
relatively small degradation of segmentation quality when
disabling the early, high-resolution blocks. As illustrated in
Fig. 3, removing only the first block cuts the inference time
in half, down to 77.2ms while only reducing the IoU score
by 0.02. Performance improvements continue to be signifi-
cant up until the scale levels of 150-75px, saturating at ap-
proximately 50ms (80% reduction with respect to the origi-
nal U-Net). After that point, any potential speed-up is
smaller than the cost of repeatedly downsampling the data to
the desired resolution, while segmentation accuracy falls
rapidly.

Fig. 2 visually compares segmentations produced by a
full model (bottom right) and a model reduced by disabling
scale levels 300 px and 150 px (bottom left).

C. Context levels study

By disabling blocks at lower scale levels, we can deter-
mine the influence of particular context sizes. In this exam-
ple we disable the first 2 levels (300px and 150px scales),
fix the 75px scale as enabled and proceed to disable the re-
maining scale blocks (25px and 5px) in different combina-
tions. We observe that in our case, disabling any level of
context beyond the initial scale of 75px causes a rapid dete-
rioration of segmentation quality, while providing zero prac-
tical improvement in inference time. Notice in Fig. 4 how
disabling scale level 25px has a much more significant ef-
fect on the “edge” class (green) than on “pool” (red). Those
most contextual blocks operate at very high relative scales
(downsampling by the factors of 3 and 5, respectively) — we
surmise that due to this, they learn very independent features
that are critical to correct segmentation.

V. CoNcLUSION

In this work we presented a simplified and parameterized
version of U-Net and adapted the drop-path algorithm to
help the network learn as an ensemble of blocks specialized
to detect features at specific levels of detail. This allowed us
to analyze the importance of individual blocks on the collec-
tive network using a structural ablation study. That in turn
let us identify blocks that did not contribute significantly to
the segmentation, enabling us to make an informed decision
to remove them in order to save compute time.

We argue that if the block was deemed unimportant, this
might mean that at this particular scale there are no valuable
features to be extracted — the data itself contains little valu-
able information. Therefore, processing inputs at this size is
not worth the compute time. Aside from being a useful find-
ing for optimizing a solution, this might also be a valuable
insight into the nature of the problem itself.
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Abstract—Diabetes self-management relies on the blood glu-
cose prediction as it allows taking suitable actions to prevent
low or high blood glucose level. In this paper, we propose a
deep learning neural network (NN) model for blood glucose
prediction. It is a sequential one using a Long-Short-Term
Memory (LSTM) layer with two fully connected layers. Several
experiments were carried out over data of 10 diabetic patients
to decide on the model’s parameters in order to identify the
best variant of it. The performance of the proposed LSTM NN
measured in terms of root mean square error (RMSE) was
compared with the ones of an existing LSTM and an autore-
gressive (AR) models. The results show that our LSTM NN is
significantly more accurate; in fact, it outperforms the existing
LSTM model for all patients and outperforms the AR model in
9 over 10 patients, besides, the performance differences were
assessed by the Wilcoxon statistical test. Furthermore, the
mean of the RMSE of our model was 12.38 mg/dl while it was
28.84 mg/dl and 50.69 mg/dl for AR and the existing LSTM re-
spectively.

I. INTRODUCTION

DATA mining (DM) techniques are useful tools for ex-
tracting valuable knowledge from (large) databases that
helps in decision making [1], [2]. DM has been fruitfully
used in different subfields of medical informatics such as di-
abetes [1], [3], cardiology [1], [4] and cancer [1], [5].

This paper deals with the application of DM for diabetes
which is a chronic illness caused by a disorder in the glucose
metabolism. There are mainly two types of diabetes): 1)
Type 1 Diabetes Mellitus (T1DM) when the pancreas does
not produce enough insulin, and Type 2 Diabetes Mellitus
(T2DM) which results from an ineffective use of insulin [6].
If not well managed, this disease can lead to serious prob-
lems such as heart attacks, kidney damage, blindness, un-
consciousness and even death [6]. The prediction of blood
glucose level (BGL) is an important task in the diabetes
management and self-management as it can help controlling
the BGL by taking appropriate actions ahead of time [7]. To
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predict the BGL, the previous glucose measurements are re-
quired. The BGL can be measured: 1) Manually by self-
monitoring of blood glucose (SMBGQG) using sticks several
times a day or 2) Automatically by continuous glucose mon-
itoring (CGM) using sensors [6], [7].

According to El Idrissi et al. [7], considerable work was
done for the BGL prediction and various Data Mining ap-
proaches including statistical methods and machine learning
techniques were investigated for that purpose; the most used
ones are Artificial Neural Networks (NNs) and Auto Re-
gression (AR) [7]. Recently, deep learning modeling is gain-
ing more interest, such as LSTM NN [8] and deep NN [9].

This paper proposes a deep learning NN with one LSTM
layer and two fully connected layers for the prediction of
BGL using CGM data. Predicting glucose using LSTM Nns
is promising [8] since LSTM NNs were successfully applied
in other domains such as prediction of water quality [10],
electricity consumption [11] and stock prices [12].

This work aims at: (1) Setting the parameters of the
model to identify the best configuration of our LSTM NN;
and (2) Assessing and comparing the accuracy of the pro-
posed model to existing ones. Toward this aim, two research
questions are discussed:

(RQ1): Can the proposed LSTM model achieve good per-
formance?

(RQ2): Is the proposed LSTM model significantly more
accurate than existing models?

This paper is structured as follows: Section II presents an
overview of LSTM NNs. Section III summarizes the related
work on predicting blood glucose. Data used and perfor-
mance measurement are described in Section IV. Section V
describes the experimental design. Results are reported and
discussed in Section VI. Threats to validity of this study are
presented in Section VII and finally conclusion and future
work are presented in Section VIII.
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II.LSTM NNS: AN OVERVIEW

Deep learning in NN is an emerging method that allows
the NN to learn automatically the characteristics of data by
selecting the relevant features [10], contrary to the classical
NNs that require features’ selection based on domain
knowledge [9].

LSTM NNs are deep recurrent NNs (RNNs) that were
introduced by Hochreiter and Schmidhuber [13] to
overcome the problem of exploding or vanishing gradient
encountered with traditional RNNs [8]. The LSTM NNs are
suitable for sequential data such as speech, video and time
series as they can capture long term dependencies [14].
They consist of memory cells with a cell state which is
maintained over time, and a gate structure that controls and
regulates the information of the cell state.

Fig. 1 illustrates the structure of a memory cell. The index
t refers to time or sequence. X, Y, h, and C, represent
respectively the input, the output, the hidden vector and the
cell state for 7.

The memory cell contains 3 gates: 1) Input gate selects
the information to be retained in the cell; 2) Forget gate
decides about the information to be ignored; and 3) Output
gate calculates the output and updates the hidden vector.
Each of these gates is a NN whose input vector is a
concatenation of the hidden vector of the previous cell and
the input vector. Let W, W, W, be the weight matrices
corresponding respectively to the input, forget and output
gates; and b;, by, b, the corresponding bias vector. W, and b,
are the weight matrix and the bias vector used for updating
the cell state.

The result of the input gate is i, which is obtained as
follows:

ip = o(W; * [he_y, X1+ by) 1
To calculate f,, the forget gate uses the following
equation:
fe = o(Wp * [he_, X1 + by) 2
The output gate uses the equation (3) to obtain o, and the
equation (4) to get the hidden vector.

Ct1 : Ct

—» >

by b »
- \r/ /

Fig. 1 : Memory cell
0y = O-(VVD * [ht—1;Xt] + bo) (3)
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h; = o; * tanh (C;) @)

The cell state is updated as follows:
Co= fe*xCoy+ irxC, (%)
where C, = tanh(W, * [hy_1, X1+ b.) (6)

In the Equations (1 to 4 and 6), o and tanh are the
activation functions, the former is the sigmoid function
defined in Equation (7) and the latter is the hyperbolic
tangent function defined in equation (8).

ex

o(x) =1 (7
tanh(x) = 52 ®)

o and tanh are defined on the set of real numbers. o
ranges between 0 and 1 while tanh ranges from -1 to 1.

III. RELATED WORK

El Idrissi et al. [7] investigated by the mean of a
systematic map and review the use of predictive techniques
in data mining for the diabetes self-management. The study
summarized and reviewed 38 studies published from 2000
to April 2017 with regards to: 1) publication’s year and
source, 2) diabetes’ type, 3) investigated clinical tasks, 4)
the used predictive techniques and 5) their performance.

The main findings of [7] are the following:

1. There is a growing interest to the use of DM predictive
techniques in the last decade. Conferences and Journals are
used for publication, nevertheless, the main publication
channel is conferences by 76.32% of the selected studies,
while just 23.68% were published in journals.

2. T1DM gained more attention for research than T2DM
with 84.21% of the selected studies.

3. Considerable work was done for the BGL prediction
comparatively to other clinical tasks, in fact, 57.89% of the
considered papers investigated BGL prediction.

4. Various DM predictive techniques were investigated,
and the most used ones are NNs and AR.

5. NNs and AR models yield the highest accuracies.
However, none of the used DM predictive techniques is
dominant over the others.

Table I reports the findings of a set of selected studies
from the review of El Idrissi et al. [7], in addition to the two

recent studies [8], [9]. From Table I, we note that:

1. Various techniques are investigated to the BGL
prediction problem: statistical methods such as AR [15],
[16] and Kalman Filter (KF) [17]; machine learning
methods such as Artificial NNs [18]-[20] and Support
Vector Regression (SVR) [21], [22]; and recently deep
learning techniques [8], [9].
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TABLE L.

LITERATURE OVERVIEW OF THE BGL PREDICTION

Reference Technique | Diabetes Input Findings
type Data

Lu et al., 2010 [15] AR T1DM CGM | AR models yield accurate BGL prediction with short length signals; it is not
required to consider exogenous inputs explicitly nor all frequency bands of the
glucose signals.

Novara et al., 2016 [16] AR T1DM CGM | A blind identification using AR technique was proposed to predict the BGL and
recover the unmeasured inputs.

Wang et al., 2013 [17] KF T1DM CGM | The model based on an extended KF achieves mostly reliable BGL predictions, and
made significant improvement compared to zero-order hold.

Zarkogianni et al. 2011 [18] RNNs T1DM CGM | The proposed RNN model to simulate the blood glucose—insulin metabolism makes
it possible to personalize the system and to handle the environment’s variations with
efficiency.

Allam et al., 2011 [19] Feedforward| T1DM CGM | For short prediction horizon, feedforward NN based model gets accurate BGL

NNs prediction without time lagging.

Mathiyazhagan & Schechter,| Fuzzy NNs | T1DM CGM | This study proposes a soft computing approach which tolerates imprecision by

2014 [20] using a fuzzy NN to predict the BGL.

Bunescu et al., 2013 [21] SVR T1DM CGM | The incorporation of physiological features into an existing SVR model for BGL
prediction made a significant performance enhancement .

Georga et al., 2010 [22] SVR T1DM CGM | Predicting BGL is possible by compartmental models and SVR with a satisfactory
accuracy and a clinical acceptability.

Sun et al, 2018 [8] LSTM NN T1DM CGM | An LSTM network with one LSTM layer followed by one bi-directional LSTM
layer and several fully connected layers were proposed for BGL prediction. This
LSTM model outperformed the baseline methods ARIMA and SVR.

Mhaskar et al, 2017 [9] Deep NN T1DM CGM | The proposed deep NN for BGL prediction outperforms shallow NN.

2. Different types of Artificial NNs were explored: RNNs
[18], feedforward NNs [19], fuzzy NNs [20], and deep NNs
(81, [9].

3. Studies are using data coming from CGM for TIDM
patients.

IV. DATA DESCRIPTION AND PERFORMANCE MEASUREMENT

The data set used in this study is the historical data set
DirecNetInpatientAccuracyStudy provided by Diabetes
Research in Children Network (DirecNet) [23]. It holds
collected data of 110 TIDM patients particularly the
recorded data from CGM devices which give the BGLs at
intervals of 5 minutes. As we did not specify any
prerequisite for our model, we considered randomly a subset
of 10 patients. However, a pre-processing of the data was
done to eliminate redundancy and outliers between
consecutive measurements. Table II summarizes information
about the considered patients.

To evaluate the performance of our model, we use the
root mean square error (RMSE) which is a common
performance metric used to assess BGL prediction [7]. It
evaluates the difference between the actual value and the
predicted one by means of the Equation (9):

1 A
RMSE = 7—1 ?:l(ei—ei)z (9)

where e; and é; are respectively the actual and the predicted
values while n is the sample’s size. The value of RMSE goes

from O to +°° and the prediction is better when the RMSE is
low.

V.EXPERIMENTAL DESIGN

This paper proposes an LSTM NN to predict the BGL of
diabetic patients. This NN uses one LSTM layer and two
dense layers. To identify the best configuration to adopt, we
performed by means of a Grid Search (GS) described in
Table III and inspired from [24], the following steps:

Step 1: Train and test the model for each patient by
varying the number of LSTM units (LU) according to the
GS values of Table III. The chosen value is the one that
gives the best RMSE over the patients’ datasets.

TABLE II.
DATA SET DESCRIPTION. THE BGL IS IN MG/DL
Patient Number of Min Max Mean
D measurementsy BGL BGL BGL
PTO1 766 40 339 114.78
PT02 278 57 283 120.96
PTO3 283 103 322 185.89
PTO4 923 40 400 188.44
PTOS5 562 50 270 179.71
PTO06 771 62 400 187.45
PTO7 897 42 400 210.26
PTO8 546 43 310 152.88
PTO09 831 40 400 157.50
PT10 246 72 189 116.51
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Step 2: Using the LU obtained in Step 1, we train and
evaluate the model for each patient by varying the number of
dense units (DU) respecting the GS values of Table III. The
chosen value is the one that gives the best RMSE over the
patients’ datasets.

Step 3: Using the LU and DU obtained in Step 1 and Step
2 respectively, we train and evaluate the model for each
patient by varying the length of the input sequences (SL)
according to the GS values of Table III. The chosen value is
the one that gives the best RMSE over the patients’ datasets.

Step 4: We compare in terms of the RMSE criterion our
best LSTM model with the LSTM of [8] and an AR model.

Step 5: We evaluate the statistical significance of
performance differences between the three models by means
of the Wilcoxon statistical test [25].

VI. RESULTS AND DISCUSSION

This section presents and discusses the obtained results:
(1) We present the empirical results of the Steps 1 to 3 of the
experimental process related to the parameters’ setting. (2)
The results of the performance comparison of our model to
the two other models are presented. (3) We report the results
of the statistical test. And (4), We discuss all the empirical
results.

Our LSTM model is developed using Python 3.6 with the
framework Keras 2.2.4 and Tensorflow 1.12.0 as backend
and under the operating system Windows 10.

A. Parameters selection

The main objective of this research is to propose an
LSTM model that achieves good performance (RQ1). To do
that, a phase of parameters selection was carried out. This
phase consists of the three first steps of the experimental
design of Section V. The results of the first step are shown in
Fig. 2 which represents the RMSE for each patient according
to the search space of LU defined in Table III. We observe
that the RMSE is in general better for LU=50. Therefore, at
that step the LU was chosen to be 50 units.

TABLE II1.
PARAMETERS FOR SEARCH GRID

Parameter Signification Search space
LSTM Units| Number of neurons in {5, 10, 20, 30, 40, 50, 60,
the gates 70}
Dense Unit Number of the neurons | {10, 20, 30, 40, 50}
in the dense layer
Sequence Dimension of the input | {5, 10, 15, 20}
length vector
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Fig. 2 : RMSE with LU variations

In step 2, we did the same experimentations with LU=50
and we vary DU according to the GS values of Table III.
Fig. 3 shows the results obtained: we observe that for
DU=40 and DU=50, the RMSE is worse than the others.
Furthermore, the values 10, 20 and 30 of DU gave
comparable results. However, by considering the times that a
configuration (DU is equal to 30, 20 or 10) is better than the
others, the minimum RMSE was reached 4 times, 3 times
and once respectively. Therefore, the chosen DU value is
30.

The Step 3 uses LU=50, DU=30, and varies the SL
according to the GS values of Table III. Fig. 4 shows that
SL=10 achieves in general better RMSE values.

To sum up, the best configuration of our LSTM uses
LU=50, DU=30 and SL=10. This LSTM variant will be used
to compare it with existing BGL predictors.

B. Models Comparison

To answer RQ2, we applied the LSTM model of [8]
referred to as Sun_LSTM and AR on the same dataset. We
carried out the comparison with Sun_LSTM since it is,
according to the best of our knowledge, the only study that
proposed an LSTM model for BGL prediction. Regarding
the comparison with an AR model, it is motivated by the fact
that AR models are suitable for time series prediction and
according to [7] they yield along with NNs highest accuracy
rates.

The Sun_LSTM contains one LSTM layer with 4 LU
followed by one bi-directional LSTM layer with 4 LU and 3
fully connected dense layers with respectively 8, 64 and 8
DU and finally the output Dense Layer. The SL is set to 4.
Regarding the AR model, we used the default model
developed in Weka with a lag of 10 similarly to the SL
proposed in our model which is equal to 10.

Fig. 5 presents the RMSE got for the three models: we
observe that our LSTM model outperforms Sun_LSTM for
all patients and outperforms AR in 9 cases over 10 patients.
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Furthermore, we have compared the training time for the
two LSTM models presented in Fig. 6. Our model needs
overall less time to be trained comparatively to Sun_LSTM.

Finally, we recorded the number of epochs required for
each patient to train the model. Results are presented in
Table IV.

The number of epochs is low and ranges between 46 and
260, the mean is equal to 132.8.

TABLEIV.
NUMBER OF EPOCHS
Patient Number of | Patient Number of
ID epochs ID epochs

PTO1 91 PT06 260

PT02 94 PTO7 46

PTO3 259 PTO8 49

PT04 71 PT09 168

PTO5 88 PT10 81
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C. Statistical test

We statistically assessed the results obtained based on the
Wilcoxon statistical test. It is a non-parametric test that
validates if the differences between the compared models are
statistically significant by the means of a statistical
hypothesis [25]. In our case, two null hypotheses (NH) were
considered to test if our LSTM model is better than
Sun_LSTM and AR. These hypotheses are the following:

e NH1 Our LSTM model does not outperform
Sun_LSTM.

e NH2 : Our LSTM model does not outperform AR
model.

The statistical test was two-tailed considering the
significance level a equals to 0.05. Note that the test is
considered significant if the result which is the p-value is
less than a.

For our tests, the p-value of NH1 and NH2 were 0.00512
and 0.0285 which means that the performance differences
between our models and respectively the two other models
were statistically significant.

D. Discussion

In this study, we propose an LSTM NN to predict BGL.
Our first concern was to determine the best configuration by
tuning the three following parameters: LU, DU and SL. As
we observe from the results of Fig. 2, Fig. 3 and Fig. 4, these
parameters have an impact on the model’s performance.
Thus, when building an LSTM model, one has to determine
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the optimal values of these parameters. The final model
achieved good accuracy comparatively to what was found in
literature by [7]. In fact, for the RMSE, the minimum,
maximum and mean values were equal to 4.67, 29.12 and
12.38 respectively. On the other hand, our model
outperforms a previous LSTM [8] and AR models.
Furthermore, the performance of our model over the two
others was assessed by the Wilcoxon statistical test which
showed that our model significantly outperformed
Sun_LSTM and AR.

These results show that the use of LSTM NNs for BGL
prediction is promising. In fact, LSTM NNs and Deep NNs
in general are gaining more interest due to their
performances in different fields [26]. Actually, the deep NNs
took advantage from their training algorithms that are
computationally efficient [27], and from the large hidden
neurons’ number which results on huge number of free
parameters [26]. On another hand, the performance of our
model over Sun_LSTM can be explained by the fact that our
LSTM is deeper than Sun_LSTM: in fact, the former uses 50
LU while the latter uses 4 LU.

However, we believe that the accuracy can be improved
by considering: 1) other parameters to tune such as learning
rate, the loss function and the optimizer, and 2) more
information as input such as medication and exercise.

From another point of view, the training time and the
epoch numbers were low, which means that the model can
be used on a mobile platform or wearable device [7] which
require rapidity [8]. In fact, knowing the importance of the
mobile personal health records in health management [28],

[29], the deployment of our model on a mobile platform is
another direction to explore. Toward that aim, we used
TensorFlow as it provides an end-to-end support which goes
till the deployment of the models on mobile apps, cloud

server and others [30].

VII. THREADS TO VALIDITY

Four of threads to validity are identified which are:

Internal wvalidity: This thread concerns the evaluation
methodology which can be inappropriate. To overcome this
limitation, we used 10 data sets, each of them was divided in
training and test sets representing respectively 66% and 34%
of the whole data set. The model was trained on the former
and evaluated on the latter.

External validity: This thread is related to the perimeter of
validity. This was settled by considering 10 diabetic patients
randomly taken from a public dataset. Note that some
studies used only one dataset as reported in [7]. Furthermore,
the datasets are with different sizes, it goes from 246 to 923
instances.

Construct validity: It concerns the measurement validity.
To limit this thread, we used the RMSE which is a common

performance criterion used to assess BGL prediction [7].
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Moreover, it was used by many studies such as [8], [15],
[18], [19], [21], [22]. Note that it was used lonely by [15],
[21].

Statistical conclusion validity: It affects the conclusion
related to the comparison performed. To avoid this thread,
we used the Wilcoxon statistical test to assess the
significance of the performance differences.

VIII. CONCLUSION AND FUTURE WORK

This paper considered a deep NN for BGL prediction
which is a sequential model with one LSTM layer and two
fully connected layers. Multiple runs were done by varying
the three parameters: LU, DU and SL to determine the best
configuration. The model achieves good accuracy and
significantly outperforms, based on RMSE, an existing
LSTM model and an AR model.

These promising results encourage to carry out further
investigations using the LSTM NNs. Ongoing work aims at
building an LSTM model for multi-step prediction by
exploring different strategies from literature. Considering
more input data such as medication and exercise may
improve the accuracy. Furthermore, a problem that can be
encountered is the missing data when for example the patient
takes off the CGM device, investigating how to handle
automatically the missing data is an interesting direction to
consider.
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Abstract—Corporate reputation is an economic asset and its
accurate measurement is of increasing interest in practice and
science. This measurement task is difficult because reputation
depends on numerous factors and stakeholders. Traditional
measurement approaches have focused on human ratings and
surveys, which are costly, can be conducted only infrequently
and emphasize financial aspects of a corporation. Nowadays,
online media with comments related to products, services, and
corporations provides an abundant source for measuring
reputation more comprehensively. Against this backdrop, we
propose an information retrieval approach to automatically
collect reputation-related text content from online media and
analyze this content by machine learning-based sentiment
analysis. We contribute an ontology for identifying
corporations and a unique dataset of online media texts
labelled by corporations’ reputation. Our approach achieves an
overall accuracy of 84.4%. Our results help corporations to
quickly identify their reputation from online media at low cost.

1. INTRODUCTION

A great variety of firms offer an even greater variety of

products and services to consumers and other
businesses and strive to build up a strong corporate
reputation. Corporate reputation can be defined as the
collective perception and judgment of the sentiment (i.e.,
feeling, opinion) about a corporation and its products or
services by its stakeholders. Reputation as a necessary
condition for differentiation and corporate success has
become one of the central themes in all its facets for both
practitioners and the scientific community [1]. The ability to
quickly assess current movements in the own and the
competitors’ corporate reputation is crucial for operative
decision making, corporate planning and strategy as well as
for external investment decisions.

The important role of corporate reputation has been
confirmed through extensive research. Shefrin and Statman
show that corporations with good reputation represent good
long-term investment opportunities [2]. These corporations
with a good corporate reputation are more likely to receive
funding on the capital markets at better conditions. The
positive relationship between corporate reputation and
investor expectations about a firm has been supported again
later by Shefrin [3] and MacGregor et al. [4] pointing
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toward a stable relationship. Corporate reputation is shown
to be positively related to return on sales and assets, sales,
earnings per share, price-to earnings ratio, dividend yield,
net income of a company, and customer loyalty [5-8].

Studies in the field of corporate reputation [5-8] have in
common that authors use either the Fortune magazine’s
reputation index published in the annual survey “Most
admired companies” or conduct a survey on their own to
measure corporate reputation. The Fortune magazine’s
survey is conducted annually among more than 8000
managers and financial analysts. It rates around 700
companies according to their innovativeness, people
management, use of corporate assets, social responsibility,
global competitiveness, quality of management, financial
soundness, value as a long-term investment and product
quality or service quality.

The use of surveys for measuring corporate reputation
should be assessed critically because it does not cover all
stakeholder groups of a company. It has been shown that the
resulting reputation ratings reflect mostly the perception of
the financial perspectives of a company [9], [10]. Thus, the
meaningfulness of such ratings is limited. Furthermore, the
low update frequency of the reputation index and the
limitation to 700 companies reduces its usability further.
Conducting an own survey is costly, time consuming and
often covers stakeholders only partly (e.g., [3], [8])-

Nowadays, online media represent a very good source for
reputation related comments by customers of companies.
However, measuring corporate reputation from online media
is a dynamic and challenging problem. The Internet in
general extends the reach, speed and intensity of news [11].
There is a great number of online media outlets where
people express their opinions about corporations and their
products. Because of the volumes of textual data, manual
processing is practically impossible. Furthermore, numerous
factors that influence reputation need to be considered.
However, an automatic retrieval approach using textual
content from online media would be an efficient and holistic
way to measure corporate reputation.

We propose to combine an information retrieval approach
with sentiment analysis methods for automatically analyzing
corporate reputation in online media. We contribute an
ontology for identifying corporations in the first place. For
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analyzing corporate reputation in text, we contribute a
unique dataset of human annotated reputation texts. We use
the dataset for corporation-specific reputational sentiment
analysis using a machine learning classier. Our work helps
corporations to efficiently measure reputation, which is an
important factor for the performance of a corporation.

The remainder of this paper is organized as follows. In
section 2, corporate reputation is defined and approaches for
measuring corporate reputation are presented. Section 3
specifies the problem. In section 4, the proposed reputation
measurement approach is described. In section 5, we present
our dataset of annotated reputation texts and evaluate our
reputational sentiment classifier. Section 6 concludes.

II.RELATED WORK

A. Defining Corporate Reputation

Corporate reputation has been a popular topic in different
streams of research, leading to a large amount of definitions
of corporate reputation (e.g. [12-16]). According to [13,14]
we do not use the terms corporate reputation, image and
identity interchangeably. Based on [12-16] we define
corporate reputation as the collective perception and
judgment of the sentiment (i.e., feeling, opinion) about a
corporation and its products or services by its stakeholders.
Corporate reputation can be positive or negative [17].
Corporate reputation arises from the ability of a corporation
to uphold social and institutional norms and values and to
satisfy the needs and desires of its stakeholders. Corporate
reputation forms through the appealing “character” [15] of a
corporation and in the comparison with other entities.

B. Approaches for Measuring Corporate Reputation

Most of the empirical reputation research uses the
Fortune’s magazine “Most Admired Companies” (FMAC)
index for measuring reputation [18]. It is based on a survey
of senior executives and directors conducted annually.
Companies with revenue of at least 10 billion $ and at least
the 15-th biggest revenue in their industry are ranked
according to 9 “attributes of reputation”. The use of
Fortune’s reputation data is rightfully criticized because it
was shown to mostly reflect only the financial performance
of a corporation [9], [10]. Surveying only senior executives
and directors neglects all other stakeholder groups. The
FMAC index also suffers of industry effects because the
surveyed managers are explicitly asked to rate the
corporations in comparison only to the other corporations in
a particular industry [19]. The limited availability and
frequency of reputation data (i.e., the reputation index refers
to only the largest corporations) further limits the use of
Fortune’s index for operative decision making.

“Britain’s most admired companies” (BMAC) of
Management Today offers another publicly available
reputation index. It is structurally very similar to the FMAC
[20]. Similarly to FMAC, mangers rate companies according
to nine [20]. The critique to FMAC largely applies to
BMAC as well because of the similarities between the two
surveys.
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“Reputation Quotient” (RQ) is a reputation ranking of the
60 “most visible” companies in the U.S. [21]. The
companies are rated on 20 attributes distributed over six
components of corporate reputation [21]. 22480 randomly
selected respondents’ rated one or two companies. Each
company is rated by at least 279 people. RQ is theoretically
more founded than FMAC/BMAC but its commercial
orientation complicates a closer examination. The fact that
only the 60 most popular companies at the time are rated
limits the usability both for research and practice because of
resulting gaps in the time series and the small amount of
observations.

Reputation can be also measured by conducting an own
survey. This technique was employed by [3], [8], [22-24].
Modifications of the classical written (online) surveys like
Verbal Protocol Analysis (taping, coding and analyzing the
answers of respondents) [23] and the use of personification
metaphor (rating a corporation on a five-point scale in
regard to 42 items that load onto five orthogonal character
factors) [25] have also been proposed.

C. Research Gap

The reviewed studies on corporate reputation
measurement have one major flaw: they do not cover all
relevant stakeholder groups. This fact draws attention to the
difficulty of conducting a representative survey of corporate
reputation: it is very costly and time consuming. Conducting
such a survey on a regular basis and for many corporations
is practically impossible for smaller corporations.

We propose a different approach to measure corporate
reputation in an automatic, efficient, and more holistic way
by retrieving corporate reputation-related textual content
from online media and using a sentiment analysis approach.

III. PROBLEM SPECIFICATION

A document from online media may express reputational
sentiments on multiple corporations [26]. Sentiments
referring to multiple corporations can have different
sentiment polarities. The problem is to classify the
reputation sentiment polarity contained in a document with
respect to each sentiment object separately. By classifying
reputation sentiment, all factors influencing reputation
should be considered.

IV. APPROACH

This section describes our approach for extracting
corporate reputation from online media texts. A machine
learning based classifier is used for reputational sentiment
classification. This approach does not require costly and
time-consuming optimization of a knowledge base [29]. It is
computationally efficient due to the linear classifier [30].

First, each document was pre-processed with natural
language processing techniques, similarly to [27]. The
preprocessing includes tokenization, sentence splitting, part
of speech (POS)-tagging, and morphological analysis for
lemmatization. Following [27, 28] the pre-processing was
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implemented by GATE’s information extraction system
[31].

The pre-processing includes ontology-based entity
recognition. For this purpose, an ontology was developed
based on [27]. The ontology contains all corporations from
the Dow Jones Industrial Average, S&P 500 and S&P 600
indices, and various European and US banks that are also
present in our reputation text dataset. For each corporation,
hand-curated labels were defined for textual identification.

Second, we extracted relevant text segments that refer to a
certain corporation, which were identified by the ontology.
Following [32], the relevant text segment is defined as 25
words either side of the mention of a corporation. Then, all
text segments referring to the same corporation within one
article are concatenated.

Third, a linear kernel soft-margin Support Vector
Machine (SVM) is applied successively on each of these
text sections, as it has been shown to perform text
classification tasks on state-of-the-art level, when given
limited training data [30], [33]. We used the default
hyperparameter configuration of SVM. The hyperparameter
of the SVM for the costs associated with allowing training
errors was set to 1. The features used by SVM are frequency
counts of unigrams in a document [34]. The feature space of
SVM contains only tokens of type “word” normalized by
root (i.e., lemmatized words). Feature selection has not been
used [35]. The result is a corporation-specific reputational
sentiment (positive / negative) on document level.

V. EVALUATION

The evaluation compares the classifier’s results to the
gold standard, provided by a dataset of reputation-related
texts, which have been annotated by humans for reputational
sentiment.

The dataset consists of 688 text documents from online
media related to corporations’ reputation. The documents
were annotated by reputation experts from the banking
sector, considering all factors that can influence reputation.
Each document was annotated with a fuzzy sentiment label,
i.e. each document was annotated with a specific degree of
membership to the classes of positive and negative
sentiment. The positive and negative membership degrees
have five wvalues each with an ascending degree of
membership. In this work, binary annotations were derived
from fuzzy sentiment labels by the following rule:
documents with a higher positive than negative degree of
membership is part of the positive class and all other
document are part of the negative class. The positive class
contains 40% of the documents of our dataset and the
negative class 60%.

The dataset was annotated in three rounds: The first round
consisted of 269 documents and was annotated by three
experts. The dataset was randomly divided among the
annotators so that each document was annotated by at least
one annotator. In the second round, 394 documents were
annotated by four annotators. Again, each document was
classified by at least one randomly chosen annotator. In a
third round, one annotator annotated 25 documents.

TABLE L.
CLASSIFIER PERFORMANCE
Precision Recall F-Measure Accuracy
Positive 87.8% 70.8% 78.4% 84.4%
Negative 84.2% 91.1% 87.5% 84.4%
Micro Avg. 85.4% 83.0% 84.2%

To evaluate the agreement among annotators for the
reputational sentiment annotations, Fleiss’ Kapa inter-rater
agreement for nominal scaled values with more than two
raters was used [36]. In the first round, 27 documents have
been annotated by all three annotators and considering only
the positive and negative class, Fleiss’ Kappa of these
annotations is 0.78. In the second round, all annotators
annotated each of 49 documents. The Fleiss’ kappa from
these 49 documents’ annotations is 0.66. We consider the
level of agreement fairly well, thus the corpus can be used
for evaluation of our classification approach.

Following [38, 37], stratified ten-fold cross validation was
used. After classifying every document with the classifier on
a test subset, we calculated the standard information
retrieval metrics and micro averaged them [39].

Table 1 shows the evaluation results. Our approach could
not recognize corporations or sentiment in 19 documents,
which were not included in the evaluation. Our accuracy of
84.4% is comparable to results from state of the art
sentiment classification research [35], [40].

VI. DISCUSSION

The contribution of this work is an information retrieval
approach for efficiently and comprehensively analyzing
corporate reputation automatically from online media texts.
Our approach builds upon an ontology for identifying all
text parts relating to the same corporation. We contribute a
unique dataset of labelled corporation reputation texts (see
https://wi2.uni-hohenheim.de/analytics) and wuse it for
corporation-specific reputational sentiment analysis by a
machine learning method. The evaluation of our approach
shows an overall accuracy of 84.4%.

A limitation of this work is that the neutral sentiment
orientation is omitted, because [32] have found sentiment
classification performance to be substantially higher when
omitting the neutral class. We deliberately did not use deep
learning techniques because the size of our dataset is too
small. That is, the size of our dataset is a limitation.
However, human annotation is costly and the size of our
dataset is not much smaller than related work (e.g., [32]).

From a managerial perspective, our work helps to
efficiently measure corporate reputation in on online world
where news and opinions travel fast. Thus, managers can
make better decisions by constantly monitoring reputation.

Future work points to comparing our measure of
corporate reputation for online media with existing survey-
based measures to gain insights about measurement validity.
Furthermore, our measure of corporate reputation should be
empirically validated by its ability to sense impacts on the
financial and economic prospects of a corporation.
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Abstract—In the recent years, it has been shown that real
world-problems are often comprised of two, interdependent
subproblems. Often, solving them independently does not lead
to the solution to the entire problem. In this article, a Travel-
ling Thief Problem is considered, which combines a Travelling
Salesman Problem with a Knapsack Problem. A Non-Dominated
Sorting Genetic Algorithm II (NSGA-II) is investigated, along
with its recent modification - a Non-Dominated Tournament
Genetic Algorithm (NTGA). Each method is investigated in two
configurations. One, with generic representation, and genetic
operators. The other, specialized to the given problem, to show
how the specialization of genetic operators leads to better results.
The impact of the modifications introduced by NTGA is verified.
A set of Quality Measures is used to verify the convergence, and
diversity of the resulting PF approximations, and efficiency of
the method. A set of experiments is carried out. It is shown that
both methods work almost the same when generic representation
is used. However, NTGA outperforms classical NSGA-II in the
specialized results.

I. INTRODUCTION

P-HARD optimization problems occur in many real-
world scenarios. Be it a lot-sizing problem in economics
[1], a transportation problem [2], or a scheduling problem
[3]. These problems are ubiquitous and very practical, which
makes their solving an important task. In practice, a problem
often has multiple objectives. In scheduling problems, both
time and cost of the schedule can be considered. In finance,
it is desired to maximize the profits, but also to minimize the
potential risks. Hence, multi-objective approaches aim to find
a set of equally-good solutions, called a Pareto Front (PF).
Recently, authors of paper [4] have pointed out, that real-
world problems comprise of multiple subproblems. They con-
tain many dependencies and interwovenness. For that reason,
it is not sufficient to find the solution to each of the sub-
problems. Objectives are interconnected in a way, that the
improvement to one objective can lead to the worse value
of another objective. Hence, combinations of such solutions
do not guarantee the optimal solution to the entire problem.
Authors of [5] proposed a Travelling Thief Problem (TTP),
which has the features of a real-world problem. In this article,
it is used in carried out experiments. It comprises of two
constrained problems - a Travelling Salesman Problem (TSP)
and a Knapsack Problem (KP). They are interconnected in a
way, that makes solving them separately ineffective.
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Due to its interdependence and multi-objective nature,
evolutionary approaches show great potential in solving the
TTP [6], [7], [8]. In [4] it has been shown that, in case
of TTP, classical Non-Dominated Sorting Genetic Algorithm
(NSGA-II) [9] with specialized operators outperforms other
methods. Authors of [10] have introduced a Non-Dominated
Tournament Genetic Algorithm. It is based on a NSGA-II,
but contains multiple modifications. The authors carry out the
research on a scheduling problem to show that these modifica-
tions lead to increased effectiveness of the method. This article
attempts to verify the effectiveness of modifications introduced
by NTGA with the combination of operators specialized for
TTP.

A set of quality measures (QMs) proposed in [11] is used to
evaluate the multi-objective results. Convergence and diversity
of the resulting PF approximations are measured, along with
the efficiency of the method.

The rest of the article is structured as follows. Section
II presents existing work related to the subject. The TTP
is described in section III. Section IV presents both used
methods, as well as generic, and specialized representation,
and operators. Results of all experiments along with the visu-
alizations are presented in section V. Moreover, a theoretical
analysis of the results is given. Lastly, section VI presents the
conclusion and outlines the future work.

II. RELATED WORK

The TTP was first introduced in [5]. The authors pointed
out the shortcomings of benchmark problems used in the
literature. The important features of a real-world problems
were identified, namely existence of the subproblems and
their interwovenness. Eventually, a single- and multi-objective
versions of TTP were proposed.

Authors of [12] introduced a benchmark dataset for TTP.
It contains 9720 instances. Each instance contains a TSP and
KP elements. Additionally, the items are assigned to the cities
to create the TTP instance. There are three different weight-
value correlations present in the dataset. Moreover, instances
contain up to 10 items per city.

Many researchers tackled the single-objective version of
TTP. Authors of [13] have proposed three exact algorithms
based on dynamic programming, branch and bound, and
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constraint programming. Moreover, they compared them to
the state-of-the-art solvers. In [8] swarm intelligence was
used. Additionally, the authors investigated a TTP-specific
local search algorithm. A Genetic Algorithm was used in
[14]. Authors solve the overall problem instead of solving
the subproblems separately. Moreover, the initial population
is generated using a TSP specific heuristic. Authors of [18]
used a hyperheuristic approach to select the best combination
of known heuristics to solve the problem.

A multi-objective approach to TTP is considered less com-
mon in literature. However, authors of [15] used a combina-
tion of evolutionary computation and dynamic programming
for the bi-objective TTP. Additionally, novel indicators were
proposed, and the approach was compared to state-of-the-art
methods. In [4], an NSGA-II with specialized representation
and genetic operators was investigated. Various crossover and
mutations method were investigated and the best configuration
was identified. The results were compared to Greedy-based
approaches. It was shown that NSGA-II outperforms other
investigated methods.

NTGA was first proposed in [10]. The authors researched
it on a bi-objective scheduling problem. The results were
compared to classical NSGA-II and a decomposition based
approach.

[II. PROBLEM

TTP is a constrained, combinatorial, NP-hard optimization
problem. It comprises of two interwoven subproblems, namely
TSP and KP. In the TSP part of the problem, there is a set of
cities. Each city must be visited exactly once. In each of the
cities there is a set of items, where each item has a weight
and a value. Those items represent the KP part of the problem.
While travelling a decision must be made which items to pick
(if any).

TTP is a bi-objective problem. On one hand, the the goal is
to find the quickest route between the cities. On the other, the
total value of picked items must be maximized. However, each
picked item decreases the speed of travel based on its weight.
Hence, an improvement of the profit leads to an increase of
the travelling time. TTP can be formally defined by equations
1 and 2.
ey

min f-(r, z)

2

where 7 is the permutation vector of all visited cities, and z
is the picking plan.

The interaction between the subproblems is defined by
equation 3. The total travelling time calculated as the sum of
travelling times between each pair of consecutive cities plus
the travelling time back to the first city. Each of those travelling
times is influenced by all the picked items up to the given city.

max fp(2)

dﬂ'n;ﬂ'l

T ow(m)

A3)
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dr, =, s the distance between two consecutive cities from
the permutation vector. n is the number of all cities. v(w(7;))
is the velocity in city 7;, considering the current weight w of
picked items, and is defined by equation 4.

U(w) = Umax — %(Umaz - Umin) 4
W, is the current weight, which is the sum of weights of all
currently picked items. W is the capacity of the knapsack.
Umaz and v,,;, define the maximum and minimum allowed
speed respectively.

The second objective, total profit, is the sum of values of

all picked items. It is described by equation 5.

fr(z) = ztmot (5)
j=1

m is the number of all items, z; defines whether j’th item has
been picked and is equal to either 0 or 1. 27 rofit is the profit
of j’th item.

Additional constraints must be satisfied for the TTP solution
to be feasible. The route must contain all cities, and each city
must be visited exactly once. The sum of weights of all picked

items cannot be greater than the capacity of the knapsack.

IV. APPROACH

All approaches researched in the article are described in this
section. First, definitions of important terms are given, namely
dominance relation and a Pareto Front (PF). Next subsection
describes used representation of an individual and is divided
into two parts. First, a generic representation is described,
and then one specialized for TTP. Similarly, the description of
genetic operators starts with the operators used with generic
representation. Later, the description of operators specialized
for TTP is provided. Eventually, descriptions of NSGA-II and
NTGA close out the section.

A. Definitions of Terms

This subsection contains a description of important terms.
They are relevant for all used approaches.

1) Dominance Relation: One of the challenges of multi-
objective optimization is the comparison of two solutions.
Each solution is described by more than one objective, hence a
numerical comparison is not sufficient. A Dominance Relation
is defined for that purpose. A solution dominates another, if it
has the value of at least one objective better and value of no
objective worse, that that solution.

2) Pareto Front: A true PF contains all globally non-
dominated solutions. However, in practice, a true PF is often
not known. Hence, in this article, PF refers to the approxi-
mation found by the method, which contains all found non-
dominated solutions.
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B. Representation

An individual used in evolutionary algorithms consists of
a vector of numbers, a genotype. It represents the solution
to the given problem. In this article, two representations are
used. A generic one, presented in [10], and specialized for
TTP, presented in [4].

1) Generic: The genome comprises two parts. The first one
represents the solution to TSP. It assigns each city a priority.
Then, the travelling plan is built by ordering the cities by that
priority. The second part of the genome defines the solution
to KP. It contains the number of genes equal to the number
of items. Each item is assigned either O or 1, which defines
whether the item should be picked or not.

For example a genome [1, 3, 3, 2, 0, 0, 1, 1] for a problem
with 4 cities and 4 items means that the first city is visited first,
then the last one, then second, and then third. Additionally,
only the last 2 items are picked.

2) Specialized: Specialized representation defines the trav-
elling plan with a permutation vector of all cities. The second
part of genome is the same as in the case of generic represen-
tation.

For example a genome [1, 2, 4, 3, 1, 0, 0, 1] for a problem
with 4 cities and 4 items means that the the first city is visited
first, then the second one, then the last one, and finally the
third one. The first and the last items are picked.

C. Genetic Operators

This section describes the genetic operators used in the
methods, for both representations.

Initial population generation is common for all methods and
does not depend on the representation. A random initialization
is used.

Selection operator is similarly independent of the represen-
tation, but is different for each method and is described in the
appropriate method section (IV-D1 and IV-E1).

1) Generic: In case of generic representation, a standard
single crossover and mutation operator is used for both parts of
the genome. In the case of NSGA-II a single-point crossover is
used. First, a random cut-point is selected within the genome.
The first child is created by copying the genes on the left of
that point from the first parent and copying the rest from the
second parent. The second child is created similarly, by first
copying the genes from the second parent and then from the
first one. NTGA utilizes a single-point crossover.

Both methods use the same random mutation operator. First,
arandom gene is selected. Next, its value is randomly changed
to a different, valid domain value.

2) Specialized: In the case of specialized representation, to
include a problem domain knowledge a different crossover and
mutation operator is used for each part of the genome. The
Edge Operator (introduced in [16])is used as the crossover
for the part responsible for TSP. It aims to introduce as few
as possible additional paths. It does so, by reusing existing
edges when generating the children. First, a list is generated,
which contains the neighbour cities from both parents for each
city. Then, the first city from the first parent is copied to the

child genome and it is removed from the neighbour list. Then,
iteratively, neighbours of that city with the fewest neighbours
are copied over and removed from the list consecutively. If
there are no more neighbours for a given city, a random city
is selected. The second child is created similarly, by starting
the process with the first city from the second parent. For the
KP part of the genome, a uniform crossover is used. Children
are created by copying each gene from a random parent with
equal probability.

A swap mutation is utilized for the TSP part of the
genome. Two random cities are selected and their position in
the genome is swapped. For the KP part, a bit flip mutation
is used. A random item is selected and the value of its gene
is flipped.

In generic representation, there may occur a situation that
makes an individual, a not feasible one. For example, some
cities may have the same priority (cities are visited in defined
order). In specialized representation crossover/mutation assure
the feasibility of TSP-part of genome. However, another
situation may exist in both representations when items picked
by individual exceed knapsack capacity — items with min
profit/weight ratio are removed from the solution.

D. Non-Dominated Sorting Genetic Algorithm 11

This section contains the description of a Non-Dominated
Sorting Genetic Algorithm II (NSGA-II). It starts with the
description of a pseudocode. Then, the selection and crowding
distance, which are unique for this method are described.

NSGA-II is an evolutionary method. It processes a popu-
lation of individuals in an iterative manner. Each individual
represents a single solution to the given problem. The algo-
rithm runs for the predefined number of generations, where
a generation is a process of creating an offspring population
from the current population. Each generation utilizes genetic
operators to select parents and generate children individuals.
Eventually, all non-dominated individuals found during the
computation constitute a PF approximation. NSGA-II is de-
scribed in pseudocode 1.

A PopulationSize parameter is stored in the first line.
Then, in the second line, an initial population of that size is
generated. In the third line, the entire population is evaluated.
Each individual gets assigned the values of all objectives. Line
4 uses a non-dominated sorting to sort the population based
on the rank and crowding distance, which are described in
sections IV-D2 and IV-D3 respectively. In line 5, the loop
begins, which iterates over all generations. Then, line 6 begins
the loop to effectively double the size of the population. First,
2 parents are selected in line 7, using a selection described in
IV-D1. In line 8, the crossover is used to create 2 children
individuals. They are then mutated in line 9. Finally, the
children are evaluated in line 10, and added to the current
population in line 11. After the size of population has been
doubled, it is again sorted in line 13. The population is
truncated to its original size in line 14. Only the better half
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Algorithm 1 Pseudocode of NSGA-II [9]
N < PopulationSize
2: Poyrrent < generatelnitial Population(N)
evaluate(Peyrrent)
4: nonDominatedSorting(Peyrrent)
for i< 0 to generationLimit do

6:  while |P.yrrent] < 2N do
parents < select(Peyrrent)

8: children < crossover(parents)
children < mutate(children)

10: evaluate(children)

Porrent & Poyrrent U children
12:  end while
nonDominatedSorting( Peyrrent)
14:  truncate(Peyrrent, N)
end for
16: return P,y yent

of the population remains. After all the generations have been
processed, the last population is returned in line 16.

1) Selection: Selection in NSGA-II starts with taking 2
random individuals from the population. Then, those 2 individ-
uals are compared based on the rank and crowding distance,
which are described in sections IV-D2 and IV-D3 respectively.
The individual with the lower rank is selected. If both have
the same rank, individual with the larger crowding distance
is selected. Selection returns only one parent, so during the
algorithm it is performed twice, to obtain 2 parents.

2) Rank : During the NSGA-II each individual is assigned a
rank, based on its quality. The lower rank means the individual
is better. It is computed in an iterative manner. First, all non-
dominated individuals are assigned the rank equal to 1. Then,
all individuals that remain-dominated, while not considering
the individuals with the rank already set, have the rank set to
2. The process is repeated, until al individuals are assigned
a rank. Intuitively, the process divides the population into
multiple PF approximations. The rank describes to which of
those approximations the individual belongs.

3) Crowding Distance: Crowding distance is calculated for
each individual. First, the largest possible box is drawn around
the individual, that contains only that individual from the
population. The crowding distance is the volume of that box.
The larger values mean that the individual lies in the poorly
explored part of the space. At the same time, lower values
mean that there are many individuals around given individual.

E. Non-Dominated Tournament Genetic Algorithm

This section contains the description of a Non-Dominated
Tournament Genetic Algorithm (NTGA). First a pseudocode
is given. Then its selection and clone elimination methods are
described.

NTGA is based on a classical NSGA-II method. It intro-
duces 4 modifications that aim to improve the effectiveness
of the method. First, it separates parent and child populations.
Then, it utilizes a selection method with stronger selective
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pressure. Finally, it introduces a clone elimination method and
archive usage. NTGA is presented in pseudocode 2.

Algorithm 2 Pseudocode of NTGA [10]
N « PopulationSize
2: archive < )
Peoyrrent < generateInitial Population(N)
4: evaluate(Peyrrent)
update Archive(Peyrrent)
6: for i < 0 to generationLimit do
Pnemt — (Z)
8:  while |Peyt| < |Peurrent| do
parents < selectiour (Peurrent)

10: children < crossover(parents)
children < mutate(children)
12: while P, ..; contains children do
children < mutate(children)
14: end while
evaluate(children)
16: Prest — Phegt Uchildren

update Archive(children)
18:  end while
Pcurrent — Pnemt
20: end for
return archive

First line stores the PopulationSize parameter. An empty
archive is initialized in line 2. It is designed to store all found
non-dominated individuals. In line 3, an initial population of
given size is created. It is then evaluated in line 4. In line
5, the archive is updated with all currently non-dominated
individuals. The loop, in line 6, iterate over a predefined
number of generations. In line 7, an empty population is
initialized, which is going to store the next population. The
loop, in line 8, runs until the size of next population is
equal to the size of current population. In line 9, parents
are selected with the selection method described in IV-El.
Then, the children are created with the crossover in line 10.
They are mutated in line 11. The clone elimination method
is described between lines 12 and 13. If the next population
already contains generated children, they are mutated. After
that, the children are evaluated in line 15. Finally, they are
added to the next population in line 16. In line 17 the archive
is updated. The children are added to it, if they are non-
dominated. Then, all individuals, that the children dominate,
are removed from the archive. When the next population has
been fully generated, it replaces the current population. At the
end, the archive of non-dominated individuals is returned. The
archive contains the PF approximation.

1) Selection: NTGA uses a tournament selection. First,
given number of individuals is randomly drawn from the
population. Then, they are compared according to their rank
(described in IV-D2). The individual with the lowest rank is
selected. If there are multiple individuals that match, the first
one is selected. It is worth noting that the crowding distance
is not considered during the comparison.
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2) Clone Elimination: Clone elimination aims to increase
the diversity of the population. The clones are defined as
individuals with the identical genome. Before adding a child
individual to the population, a check is performed, to verify
whether an identical individual already exists. If so, the child
is mutated until it is no longer a clone. Only then, it is added
to the next population.

V. EXPERIMENTS AND RESULTS

The experiments carried out in this article aim to verify
the effectiveness of NTGA on TTP. Moreover, it is verified
whether the modifications of NTGA are effective in the
context of specialized operators. To answer those question
the experiments on 4 configurations are carried out. NSGA-II
and NTGA are researched with both generic, and specialized
representation, and operators. A set of selected QMs is used
to verify the convergence and diversity of the resulting PF
approximations.

First, selected data instances and quality measures are
described. Then, the experimental procedure is presented and
selected parameter values are provided. A full set of experi-
ments is carried out on all 4 configurations and the results are
presented. Finally, the last subsection contains the theoretical
analysis.

A. Data Instances

A benchmark dataset, first presented in [12], is used in this
article. In literature, an eil5] instances are often used [17]
[18], and so they have been selected for the research. 12
instances have been selected with 51 cities and the number
of items between 50 and 500. 3 types of correlation between
item weight and profit can be identified within the set. A strong
correlation, where increased profit also means increased value.
No correlation, but all the items have similar weights. The last
group has no correlation between the items.

B. Quality Measures

A set of QMs presented in [11] is used to verify the
effectiveness of the methods. Convergence, diversity of the PF
approximation, and the efficiency of the method is verified. A
Perfect Point and a Nadir Point are used as a reference in 2
of the measures.

1) Perfect Point: A Perfect Point contains the best values of
all objectives. It does not have to an achievable solution. The
value of travelling time is calculated as the length of minimum
spanning tree of the tour. A brute force search algorithm is
used to calculate the value of profit.

2) Nadir Point: A Nadir Point contains the worst values
of all objectives from among the non-dominated solutions.
It often has to be approximated. Additionally, to make the
comparison fair even worse values can be selected [19]. The
value of travelling time is calculated by taking the value of
travelling time from a Perfect Point and doubling it. It is an
upper bound of the TSP. The profit is set to 0 and represents
a solution where no items are picked.

3) Euclidean Distance: Euclidean Distance (F D) is a mea-
sure of convergence. It shows how close the PF approximation
is to the true PF. Since the true PF is not known, E'D utilizes
the Perfect Point. Value of ED is obtained by calculating the
average distance between every point on the PF approximation
and the Perfect Point. It can be formally defined by equation
6.

IPE] 4
ED(PF) = Z&;}' - (6)

PF is the Pareto Front, d; is the distance from the i’th point
to the Perfect Point.

4) Hypervolume: Hypervolume (HV) is a measure of
diversity. It is a volume of a hypercube defined by the Nadir
Point and the PF approximation. It measures the spread, but is
also influenced by the convergence and uniformity of the PF
approximation. HV can be formally defined by equation 7.

HV(PF) = A( | {sls < &' < s} )

sePF

PF is an approximation of PF. s is the point of approximated
PF. 5" is a NadirPoint. A is a Lebesgue measure, which
is the generalization of a volume. < is a domination relation.

5) Pareto Front Size: Pareto Front Size (PF'S) measures
the diversity in terms of the cardinality of the PF approx-
imation. It is defined as the number of points on the PF
approximation.

6) Ratio of Non-Dominated Individuals: Ratio of Non-
Dominated Individuals (RNI) measure the efficiency of the
method. It is defined as the number of points on the PF
approximation divided by the number of all visited points.

7) Spacing: Spacing (S) measures the uniformity of the
PF approximation. It ensures that the solutions are evenly
distributed and identifies the clustering effect. To calculate it,
first, the distances between all consecutive points on the PF
approximation are calculated. The standard deviation of those
distances is the S measure. It can be defined with equation 8.

| |PFI B
S(PF) = ﬁZ(di—dP ®)
=1

PF is the approximation of the PF. d; is the distance from
the ¢ — th point the next consecutive point.

The intuition of QMs is: £ D should be minimized and mea-
sures the closeness to the true PE. HV should be maximized
and it is influenced by both spread of the PF approximation and
its distance to the true PF. PF'S is simply the cardinality of the
approximation, while RN I measures efficiency, by calculating
the ratio of points on the approximation to all explored points.
Spacing (S) should be minimized and it measures how closely
the approximation resembles the uniform distribution.
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C. Experimental Procedure

First, the parameters of all methods have been tuned
separately. Then, both NSGA-II and NTGA have been ran
with both representations, on every instance. Due to the
stochastic nature of evolutionary algorithms, each experiment
has been repeated 50 times and results have been averaged.
Next, a set of selected QMs has been calculated for each
PF approximation. Statistical significance has been verified.
Eventually, visualizations for selected instances are presented
and theoretical analysis is described.

D. Parameters

The first step in parameter tuning was to define a set of
configurations of different parameter values. Taguchi Orthog-
onal Arrays have been used for that purpose. Then, each
configuration has been ran 10 times and the QMs have been
calculated for the resulting PF approximations. Next, a Multi-
Objective Grey Relational Grade is calculated and a Taguchi
Method is used to identify the impact of the parameters on
the results [20]. Finally, the best parameter configuration is
selected. This process has been repeated for all 4 configura-
tions. The experiments show that a 1000 generations should
be sufficient, however the limit has been set to 2000 to make
sure the results converge.

Table I contains the selected configurations of parameter
values for each researched method.

E. Experiments

Tables II and III contain the results of experiments for
NSGA-II and NTGA respectively. Both tables show the results
on generic representation. Tables IV and V contain the results
for NSGA-II and NTGA with specialized representation.

1) Results: Comparison of the results for the generic rep-
resentation shows no significant difference between the results
of QMs. The largest difference can be observed for HV for the
benefit of NSGA-II, but it is within a single standard deviation.

Specialized operators improve the results significantly. The
largest difference can again be observed for HV. NSGA-II
with specialized operators have achieved better values of HV
for all researched instances. Specialization has improved ED
for 6 out of 12 instances. Overall, smaller instances show
more improvement in terms of ED. Interestingly, PF'S has
been decreased almost 6 times. However, large values for
generic representation might suggest that the solutions are
far from local optima. There is no statistical difference in
values of RN I. Values of S have also deteriorated. The largest
difference can be seen for instances eil51 _n250 uncorr 01
and eil51_n500_uncorr_01. The difference can be justified
by much larger spread of the approximation, which can be
confirmed by the larger values of HV'.

NTGA with specialized operators improves the results even
further. On average, values of ED have been improved by
almost 40%. The largest difference can be observed for larger
instances. Values for eil51_n50_bounded-strongly-corr_01 and
eil51_n50_uncorr-similar-weights_01 are worse than in case
of NSGA-II. Better values of HV have been achieved for all
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12 instances, which suggest much better diversity of the PF
approximations. Similarly, larger PF'S has been achieved for
all 12 instances. For eil51_n250_uncorr-similar-weights_01
the value has been almost tripled. NTGA has also proved
to be more efficient. It can be observed by larger values
of RNI. The only instance that has not been improved is
eil51_n50_uncorr-similar-weights_01. Achieved values of S
measure are also lower, however they are still almost 3 times
larger than the values achieved for configurations with generic
representation. Results compared to specialized versions of
NSGA-II and NTGA presented in this section have been
statistically confirmed by Wilcoxon signed-rank (Wy g5 = 78
> W, = 13) for all QM’s. All difference are statistically
significant.

2) Visualizations: This section contains visualization
for two selected instances. Figure 1 presents instance
eil51_n50_bounded-strongly-corr_0O1. It presents the case,
where specialized NTGA has achieved the worse result than
specialized NSGA-II in terms of ED measure. ED depends
on a Perfect Point, which lies closest to the middle of PF.
NSGA-II has achieved a large spread, but its approximation
has very few points on the edges. Hence, average distance to
the Perfect Point is relatively low. PF approximation generated
by NTGA is more evenly distributed, and so many points lie
far from the Perfect Point. Hence, ED deteriorates.

Figure 2 presents the second selected instance. For
eil51_n500_uncorr-similar-weights_01 specialized NTGA im-
proved the results the most in comparison to other configu-
rations. Interestingly, specialized NSGA-II has generated the
solutions with better profit than specialized NTGA.

Moreover, visualization of all achieved PF approxima-
tions for instance eil51_n250_bounded-strongly-corr_01 is
presented in Figure 3. A modified version of empirical at-
tainment function (EAF) [21] is used to get the “averaged”
Pareto Front approximations. For clarity, only specialized
configurations are shown. It can be seen, that NTGA achieves
better results on average. Additionally, the deviations in the
results are also smaller. However, NSGA-II has generated
points with very high profit, that have not been dominated
by any of the runs of NTGA.

FE. Summary

Table VI contains the summary of all obtained results for all
configurations. NTGA does not improve the results in case of
generic representation. Values of all measures are very similar
for both NSGA-II and NTGA.

Specialization has improved the convergence and diversity
of the PF approximation. It can be observed by the improved
values of £ D and HV'. Specialization has decreased the value
of PF'S. However, in case of generic representation, achieved
solutions are far from optimal, so their larger number is less
significant. Specialized representation also led to increased
distances between the points of the PF approximation. It might
have been caused by the larger achieved spread.

In case of specialized representation, NTGA has improved
the results significantly, even in comparison to specialized
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TABLE 1
SELECTED PARAMETER CONFIGURATIONS
‘ representation ‘ populationSize  generationLimit Pmtsp Pmkp Pztsp szp tournamentSize
NSGA-II | generic 200 2000 0.005 0.005 0.9 0.9 2
specialized 100 2000 0.1 0.05 0.6 0.8 2
NTGA generic 50 2000 0.005 0.005 0.9 0.9 6
specialized 50 2000 0.1 0.05 0.6 0.8 6
TABLE II
VALUES OF SELECTED QMS FOR NSGA-II WITHOUT SPECIALIZATION
ED HV PFS RNI S
Instance avg std avg std avg std avg std avg std
eil51_n50_bounded-strongly-corr_01 0.4255 0.0486 | 0.7865  0.0297 65.4 8.3 | 0.0002  0.0000 | 0.0075  0.0029
eil51_n50_uncorr-similar-weights_01 0.3452  0.0338 | 0.6275 0.0122 33 1.6 | 0.0000 0.0000 | 0.0148 0.0109
eil51_n50_uncorr_01 0.3093  0.0319 | 0.8121  0.0064 34.0 8.2 | 0.0001 0.0000 | 0.0100 0.0025
eil51_n150_bounded-strongly-corr_01 | 0.3124  0.0156 | 0.7644  0.0198 | 169.0 46.6 | 0.0004 0.0001 | 0.0029 0.0011
eil51_n150_uncorr-similar-weights_01 | 0.3106  0.0390 | 0.6896  0.0586 474 27.6 | 0.0001 0.0001 | 0.0051  0.0025
eil51_n150_uncorr_01 0.2351  0.0130 | 0.7975 0.0131 90.6 25.2 | 0.0002 0.0001 | 0.0036 0.0011
eil51_n250_bounded-strongly-corr_01 | 0.2924  0.0111 | 0.7297 0.0173 | 206.1 57.1 | 0.0005 0.0001 | 0.0019  0.0009
eil51_n250_uncorr-similar-weights_01 | 0.3129  0.0175 | 0.7162  0.0152 97.3 29.5 | 0.0002 0.0001 | 0.0035 0.0012
eil51_n250_uncorr_01 0.2291  0.0108 | 0.8029 0.0160 | 144.5 33.1 | 0.0004 0.0001 | 0.0017  0.0005
eil51_n500_bounded-strongly-corr_01 | 0.2647  0.0119 | 0.7157 0.0186 | 253.7 101.1 | 0.0006 0.0003 | 0.0009  0.0002
eil51_n500_uncorr-similar-weights_01 | 0.3208  0.0190 | 0.6967 0.0139 | 162.1 57.2 | 0.0004 0.0001 | 0.0022 0.0010
eil51_n500_uncorr_01 0.2588  0.0086 | 0.7578  0.0076 | 189.9 56.5 | 0.0005 0.0001 | 0.0011  0.0006
Average 0.3014  0.0217 | 0.7414  0.0190 | 121.9 37.7 | 0.0003 0.0001 | 0.0046 0.0021
TABLE III
VALUES OF SELECTED QMS FOR NTGA WITHOUT SPECIALIZATION
ED HV PFS RNI S
Instance avg std avg std avg std avg std avg std
eil51_n50_bounded-strongly-corr_01 04216  0.0451 | 0.7591  0.0330 55.4 13.5 | 0.0001  0.0000 | 0.0084  0.0052
eil51_n50_uncorr-similar-weights_01 0.3307 0.0247 | 0.6439 0.0155 53 2.2 | 0.0000 0.0000 | 0.0140 0.0103
eil51_n50_uncorr_01 0.2951  0.0290 | 0.8175 0.0103 31.0 8.4 | 0.0001 0.0000 | 0.0109 0.0042
eil51_n150_bounded-strongly-corr_01 | 0.3119  0.0147 | 0.7441 0.0218 | 144.3 52.0 | 0.0004 0.0001 | 0.0038 0.0016
eil51_n150_uncorr-similar-weights_01 | 0.3123  0.0334 | 0.6932  0.0383 49.1 25.2 | 0.0001 0.0001 | 0.0049 0.0019
eil51_n150_uncorr_01 0.2376  0.0118 | 0.7893  0.0123 86.6 28.2 | 0.0002 0.0001 | 0.0029  0.0008
eil51_n250_bounded-strongly-corr_01 | 0.2963  0.0140 | 0.7118 0.0110 | 202.4 79.0 | 0.0005 0.0002 | 0.0022 0.0012
eil51_n250_uncorr-similar-weights_01 | 0.3057  0.0195 | 0.7052  0.0166 93.0 39.8 | 0.0002  0.0001 | 0.0030 0.0010
eil51_n250_uncorr_01 0.2343  0.0148 | 0.7885 0.0143 | 116.3 40.5 | 0.0003 0.0001 | 0.0021  0.0021
eil51_n500_bounded-strongly-corr_01 | 0.2726  0.0097 | 0.6965 0.0171 | 263.0 105.6 | 0.0007 0.0003 | 0.0011 0.0011
eil51_n500_uncorr-similar-weights_01 | 0.3397  0.0276 | 0.6669  0.0335 | 159.9 73.5 | 0.0004 0.0002 | 0.0021  0.0010
eil51_n500_uncorr_01 0.2608 0.0185 | 0.7481  0.0165 | 214.8 51.9 | 0.0005 0.0001 | 0.0009 0.0004
Average 0.3016  0.0219 | 0.7303 0.0200 | 118.4 43.3 | 0.0003 0.0001 | 0.0047  0.0026

NSGA-II. Both ED and HV values have been improved.
Additionally, efficiency of the algorithm has been improved,
which can be observed by the increased value of RNI. Value
of S measure has been improved in comparison to specialized
NSGA-II. However, it remains higher than in case of generic
representation.

G. Theoretical Analysis

In NTGA, parent individuals do not have to compete with
children individuals. There is no possibility that an individual
will survive for multiple generations. Hence, more unique
points are explored by the method. In combination with
increased selective pressure it also leads to increased conver-
gence. Interestingly, introduction of clone prevention has not
improved the diversity. Larger values of HV are caused by
the larger distance from the Nadir Point and not by the larger
spread of the approximation. More significant improvement
can be observed for larger instances.

Modifications of NTGA lead to no significant improvement
in case of generic representation. Non-specialized operators
have a low probability of improving the result. In consequence,
increased selective pressure has much less significance.

The crowding distance has been removed from NTGA.
Instead, each new individual has to be compared with the
existing individuals to verify whether it is a clone. In most
cases the comparison is done only once. However, if the
individual is a clone, it is mutated and the check is performed
again. In an edge case the comparison must be done multiple
times, which might negatively affect the performance.

VI. CONCLUSIONS AND FUTURE WORK

In this paper NTGA has been investigated in the context of
TTP. A bi-objective problem, which comprises of two subprob-
lems. The subproblems are interconnected, which makes solv-
ing them independently ineffective. NTGA has been compared
to classical NSGA-II. All experiments have been carried out

53



54

TABLE IV
VALUES OF SELECTED QMS FOR NSGA-II WITH SPECIALIZED REPRESENTATION
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ED HV PFS RNI
Instance avg std avg std avg std avg std avg std
eil51_n50_bounded-strongly-corr_01 0.3239  0.0484 | 0.8492  0.0092 | 30.2 6.3 | 0.0002 0.0000 | 0.0301 0.0140
eil51_n50_uncorr-similar-weights_01 0.4049  0.0592 | 0.7106  0.0067 9.8 2.7 | 0.0000 0.0000 | 0.0639 0.0286
eil51_n50_uncorr_01 0.2094  0.0172 | 0.8444 0.0091 | 11.6 3.5 | 0.0001 0.0000 | 0.0188  0.0072
eil51_n150_bounded-strongly-corr_01 | 0.2315  0.0240 | 0.8094 0.0131 | 33.5 8.4 | 0.0002 0.0000 | 0.0233  0.0299
eil51_n150_uncorr-similar-weights_01 | 0.2283  0.0289 | 0.7877  0.0127 | 16.0 7.3 | 0.0001 0.0000 | 0.0312  0.0469
eil51_n150_uncorr_01 0.2016  0.0506 | 0.8202 0.0101 | 16.5 45 | 0.0001  0.0000 | 0.0379  0.0642
eil51_n250_bounded-strongly-corr_01 | 0.2349  0.0492 | 0.8060 0.0169 | 31.7 10.2 | 0.0002 0.0001 | 0.0466  0.0459
eil51_n250_uncorr-similar-weights_01 | 0.2890  0.1075 | 0.7956  0.0138 | 16.9 8.7 | 0.0001  0.0000 | 0.0829  0.0801
eil51_n250_uncorr_01 0.2756  0.0942 | 0.8269 0.0099 | 18.4 54 | 0.0001 0.0000 | 0.1072  0.0785
eil51_n500_bounded-strongly-corr_01 | 0.3336  0.0805 | 0.7776  0.0157 | 334 11.1 | 0.0002 0.0001 | 0.0800  0.0397
eil51_n500_uncorr-similar-weights_01 | 0.4108  0.0836 | 0.8049  0.0094 | 269 10.2 | 0.0001 0.0001 | 0.0894  0.0253
eil51_n500_uncorr_01 0.4596  0.1021 | 0.8136  0.0090 | 25.0 8.1 | 0.0001 0.0000 | 0.1372  0.0395
Average 0.3003  0.0621 | 0.8038 0.0113 | 22.5 7.2 | 0.0001 0.0000 | 0.0624  0.0417
TABLE V
VALUES OF SELECTED QMS FOR NTGA WITH SPECIALIZED REPRESENTATION
ED HV PFS RNI
Instance avg std avg std avg std avg std avg std
eil51_n50_bounded-strongly-corr_01 0.3881  0.0424 | 0.8752 0.0098 | 51.3 10.6 | 0.0005 0.0001 | 0.0211  0.0078
eil51_n50_uncorr-similar-weights_01 04234  0.0738 | 0.7365 0.0039 | 12.9 42 | 0.0001 0.0000 | 0.0533 0.0145
eil51_n50_uncorr_01 0.2205  0.0221 | 0.8786  0.0052 | 19.2 4.3 | 0.0002 0.0000 | 0.0167  0.0063
eil51_n150_bounded-strongly-corr_01 | 0.2107  0.0190 | 0.8513 0.0112 | 67.1 18.1 | 0.0007 0.0002 | 0.0058  0.0025
eil51_n150_uncorr-similar-weights_01 | 0.2199  0.0373 | 0.8286 0.0105 | 37.5 17.8 | 0.0004 0.0002 | 0.0129  0.0060
eil51_n150_uncorr_01 0.1544  0.0062 | 0.8553 0.0065 | 31.6 8.8 | 0.0003 0.0001 | 0.0045 0.0026
eil51_n250_bounded-strongly-corr_01 | 0.1777  0.0151 | 0.8447 0.0119 | 67.8 16.4 | 0.0007 0.0002 | 0.0053 0.0063
eil51_n250_uncorr-similar-weights_01 | 0.1821  0.0183 | 0.8471  0.0096 | 53.9 183 | 0.0005 0.0002 | 0.0073  0.0028
eil51_n250_uncorr_01 0.1478  0.0068 | 0.8639 0.0063 | 33.9 8.8 | 0.0003 0.0001 | 0.0031  0.0025
eil51_n500_bounded-strongly-corr_01 | 0.1645  0.0103 | 0.8265 0.0102 | 70.6 17.8 | 0.0007 0.0002 | 0.0041  0.0070
eil51_n500_uncorr-similar-weights_01 | 0.1659  0.0131 | 0.8459 0.0098 | 64.9 22.0 | 0.0006 0.0002 | 0.0051 0.0047
eil51_n500_uncorr_01 0.1553  0.0114 | 0.8442 0.0081 | 36.5 9.9 | 0.0004 0.0001 | 0.0084 0.0294
Average 0.2175  0.0230 | 0.8415 0.0086 | 45.6  13.1 | 0.0005 0.0001 | 0.0123  0.0077
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Fig. 1. Comparison of selected approx. Pareto Fronts for data instance eil51_n50_bounded-strongly-corr_01
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Fig. 3. Comparison of EAF average approx. Pareto Fronts for data instance eil51_n250_bounded-strongly-corr_01

TABLE VI
SUMMARY OF ALL RESULTS
ED HV PFS RNI S
avg std avg std avg std avg std avg std
NSGA-II generic 0.3014  0.0217 | 0.7414 0.0190 | 121.9 37.7 | 0.0003  0.0001 | 0.0046  0.0021
specialized | 0.2991  0.0622 | 0.8029  0.0124 223 6.9 | 0.0002 0.0001 | 0.0659 0.0431
NTGA generic 0.3016  0.0219 | 0.7303  0.0200 | 118.4 43.3 | 0.0003 0.0001 | 0.0047 0.0026

specialized | 0.2158  0.0208 | 0.8419  0.0084 454 122 | 0.0005 0.0001 | 0.0120 0.0079
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in configurations with generic, and specialized representation.
It has been shown, that for larger instances specialized NTGA
achieves better results than specialized NSGA-IL

Increased selective pressure of NTGA led to improved
results. However, more research could be done regarding
selection, that would also promote diversity of the PF ap-
proximation. An introduction of heuristics, that would further
improve the solutions for the subproblems might be worth
investigating. Additionally, a hyperheuristic that would com-
bine the benefits of multiple evolutionary methods could prove
beneficial to the results. Moreover, many-objective problems
are fairly uncommon. An interesting avenue of future work
would be to use a benchmark problem with the real-world
characteristics, with a larger number of objectives.
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Abstract—Environmental sound classification has received
more attention in recent years. Analysis of environmental sounds
is difficult because of its unstructured nature. However, the pres-
ence of strong spectro-temporal patterns makes the classification
possible. Since LSTM neural networks are efficient at learning
temporal dependencies we propose and examine a LSTM model
for urban sound classification. The model is trained on magnitude
mel-spectrograms extracted from UrbanSound8K dataset audio.
The proposed network is evaluated using 5-fold cross-validation
and compared with the baseline CNN. It is shown that the LSTM
model outperforms a set of existing solutions and is more accurate
and confident than the CNN.

Index Terms—environmental sound classification, long short-
term memory, convolutional neural networks, UrbanSound8K
dataset

I. INTRODUCTION

UDIO recognition algorithms are traditionally used for

the tasks of speech and music signal processing. Mean-
while, the problems of environmental sound recognition and
classification have received much attention in recent years.
There are multiple applications already proposed in a big
variety of industries, including surveillance [1], [2], audio
scene recognition for robot navigation [3], acoustic monitor-
ing of natural and artificial environment [4]-[6]. In digitally
transformed society [7], soundscape models create a research
perspective in smart city domain. City noise managing signif-
icantly contributes to a healthy and safe living environment in
the big cities [8]. In travel centric systems, city sounds may
enter the emerging solutions to develop and share journey
experience [9], [10]. Assisting technologies for people with
disabilities and, in particular, navigation systems for blind or
visually impaired people effectively incorporate urban sound
models [11].

Environmental sound analysis is more complex than speech
and music processing because of unstructured nature of
sounds. There are no meaningful sequences of elementary
blocks like phonemes or strong stationary patterns such as
melody or rhythm. However, environmental sounds may in-
clude strong spectro-temporal signatures. Thus, it is important
to consider non-stationary aspects of signal and capture its
variation in both time and frequency domains.

The classification of environmental sounds is often split
into auditory scene classification and sound classification by
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its source. But, both problems share the similar approaches.
The methods used involve k-Nearest Neighbors (k-NN) al-
gorithm, Support Vector Machine (SVM), Gaussian Mix-
ture Model (GMM) and Hidden Markov Model (HMM) in
combination with features engineered by signal processing
techniques, e.g. Mel-Frequency Cepstral Coefficients (MFCC),
Discrete Wavelet Transform (DWT) coefficients and Matching
Pursuit (MP) features [12]-[14]. In contrast with described
approaches, deep neural networks (DNN) allow to facilitate
feature engineering keeping classification accuracy and even
outperform the conventional solutions [15]. In particular, being
able to capture spectro-temporal patterns from spectogram-
like input convolutional neural networks (CNN) have high
performance [16]-[19]. Long short-term memory (LSTM)
networks is the other type of neural network architectures
that is exploited for sound classification [20], as well as the
combinations of LSTM and CNN ([21], [22].

LSTM networks are recurrent neural networks (RNN) that
use the contextual information over long time intervals to
map the input sequence to the output. LSTM network is
a general solution, efficient at learning temporal dependen-
cies. Its application is beneficial in a variety of tasks, such
as phoneme classification [23], speech recognition [24] and
speech synthesis [25]. LSTM network combined with CNN
was also successfully used for video classification [26].

The applicability of LSTM for sound classification hasn’t
been fully investigated so far. In this paper we examine
a LSTM model to improve understanding of its applicabil-
ity specifically for urban sounds classification using Urban-
Sound8K dataset [27]. Table Al in Appendix summarizes
some of the existing solutions where models are evaluated
on UrbanSound8K. The baseline accuracy of 70% was ob-
tained with SVM processing mel-bands and MFCC statisti-
cally summarized across the time [27]. The unsupervised fea-
ture learning using Spherical K-Means (SKM) performed on
PCA-whitened log-scaled mel-spectrograms allows to achieve
73.6% accuracy [28]. CNNs of different architectures trained
on log-scaled mel-spectrogram frames provide 73% of accu-
racy and 79% with data augmentation [16], [17]. The LSTM
based CRNN for urban sound classification demonstrates
79.06% accuracy using raw waveforms [22]. The accuracy
of 93% was shown by GoogleNet trained on combination
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of mel-spectrogram, MFCC and Cross Recurrence Plot (CRP)
images [18].

The paper is structured as follows: Section II describes the
LSTM model studied and the experimental setup. In Section
IIT we present and discuss our results, and, finally, in Section
IV we conclude about the LSTM applicability for urban sound
classification and provide directions for future work.

II. METHOD
A. Long-short term memory neural network model

LSTM neural network is a special kind of RNN, that doesn’t
suffer from vanishing gradient problem and is able to learn
long-term dependencies. LSTM consists of a set of subnets,
known as memory blocks. Each block includes the memory
cell and three units: input, output and forget gates.

LSTM layer maps the input sequence X = (x1,x2,... 1)
to the output sequence ¥ = (y1,¥s2,...yr) in according to
the equations:

iy = sig(Wayixe + Wyiye—1 + bi), (D

Je = sig(Wapze + Wyrye—1 + by), @)

et = fr ® cio1 + iy © tanh(Woews + Wyeye—1 +be),  (3)
or = sig(Waoxt + Wyoye—1 + bo), 4

yr = oy © tanh(ct), (5)

where ¢; is the state of the memory cell and 4;, f;, o; are gate
outputs at time t. The network weights W and biases b are
tuned during learning to minimize the loss function. In case of
a multi-layer structure the input of the next layer is the output
of the previous one.

Our model for sound classification is composed of two
LSTM layers followed by dense layer with softmax activation
function. Though LSTM produces a sequence, only the last
value is propagated to the output layer. The first two layers
contain 128 and 64 units, the last layer has 10 units, one per
sound class. To reduce overfitting dropout with a rate of 0.25
is applied to the output of the LSTM layers. For training
categorical cross-entropy loss function is minimized using
Adam optimizer. Because of long training time a full search
of hyperparameters is infeasible, thus, the most promising
combination was found using single fold evaluation.

The input of our model is magnitude mel-spectrogram with
128 bands, that covers a frequency range from 0 Hz to 22050
Hz. Spectrogram is evaluated at sample rate 44100 Hz using
1024 sample window and a hop size of the same width. The
length of input sequence is variable and depends upon audio
clip duration.

Among the examined variants the proposed model shows
the best performance on input data normalized as follows:

DI I (6)

11 LN
TN > Z(l‘gn) —u? (7
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where X is the input sequence; xgn) is the value of n-th feature

at time ¢; IV is a number of features and 7" is a number of
time steps. Normalization in both dimensions allows to keep
spectro-temporal energy distribution pattern and eliminate the
difference between the audio clips across the dataset in terms
of linear distortion.

B. Experimental setup

To evaluate the performance of proposed model we use
UrbanSound8K dataset [27], that contains 8732 sound clips
of up to 4 s in duration divided into 10 sound classes:air
conditioner (Al), car horn (CA), children playing (CH), dog
bark (DO), drilling (DR), engine idling (EN), gun shot (GU),
jackhammer (JA), siren (SI), street music (ST).

Along with our model we run a baseline CNN [17].
CNN is composed of three convolutional layers followed by
two dense layers. Both networks were trained on magni-
tude mel-spectrogram and CNN model indicated even better
performance than was reported in [17] for log-scaled mel-
spectrogram. We use a simplified validation algorithm for
CNN: in contrast with [17], frame is being extracted from
test sample at random, yet the CNN model holds the reported
level of accuracy.

We randomly divide the dataset into 5 folds of the same
size and carry out cross-validation to evaluate the networks
performance. Models were trained on four folds and tested on
the last one. The training duration is limited by 64 epochs.
The train loss, train accuracy, test loss and test accuracy are
saved for each epoch. The final accuracy is taken as the best
validation accuracy achieved in the course of training.

Both models were implemented' with Keras, a high-level
neural network API, written in Python. To resample the audio
clips and extract the mel-spectrum we use the Librosa Python
library.

IIT. RESULTS AND DISCUSSION

Both models show the similar performance, their cross-
validation results are presented in Fig. 1. While CNN pro-
vides 81.67% average accuracy, the proposed LSTM network

LSTM 1
078 079 080 081 082 083 084 085
Accuracy

Fig. 1: Classification accuracy. Average accuracy is 80.48%
and 84.25% for CNN and LSTM, respectively.

'Source code in Python available as Jupyter notebooks at

https://github.com/lezhenin/lstm-sound-classification-2019
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TABLE I: Per-class and averaged Precision,

Recall and F1 score for CNN and LSTM.

[ AL [CAJCH ]| DO [ DR

l EN l GU l JA l SI l ST lMacro—averageJ

Precision | 0.80 | 0.82 | 0.78 | 0.86 | 0.87 | 0.88 | 0.93 | 0.89 | 0.90 | 0.75 0.85

LSTM | Recall | 0.88 [ 0.85 | 0.73 | 0.83 | 0.87 | 0.85 | 0.94 | 0.91 | 091 | 0.73 0.85
F1 0.84 | 0.83 | 0.75 | 0.84 | 0.87 | 0.86 | 0.94 | 0.90 | 0.90 | 0.74 0.85

Precision | 0.74 | 0.94 | 0.63 | 0.85 | 0.86 | 0.80 | 0.93 | 0.87 | 0.95 | 0.70 0.83

CNN Recall 0.83 | 0.79 | 0.71 | 0.80 | 0.81 | 0.84 | 0.89 | 0.84 | 0.83 | 0.73 0.81
F1 0.78 | 0.86 | 0.67 | 0.83 | 0.83 | 0.82 | 091 | 0.85 | 0.88 | 0.71 0.82

Predicted Predictod keeping not only accuracy but recall and precision as well.
We compare training as accuracy and loss across epochs

AI CACHDODREN GU JA SI ST AI CACHDODREN GU JA SI ST

AI@() 37 1 1265 1 12 2 38 Mfo 21 4 18 18 4 15 3 24}AI
CA{8 3415 1214 4 1 9 1 34| (163647 4 8 10 6 5 2 7(CA
cuqst o 62 23 23 7 7 15122 (30 4 @51 12 23 4 6 24120.CH
po{12 7 109718 17 4 9 ¢ 20| |19 10 50 B12 14 2 8 20 36{ DO
E DR{50 2 25 23 6 39 3 25| |24 12 7%8 338 6 20[DR F
Z BN{T6 3 27 5 0202 16| 49131419 s 6 22 6 15{eN Z
GU{1 0 5 7 12 43310 0 1| |1 2 1 4 7 1384 0 1fcU
JA{54 0 13 2 28 46 31 17| (31 6 1 0 37 12 01 4fua
SI{27 1 46 13 4 18 3%42 6 2158 6 20 0%21—31
§T{34 7 15717 17 13 0 11 14 @ [40 20 93 34 20 15 0 11 36 [F} st

Fig. 2: Confusion matrices for CNN (left) and LSTM (right).

achieves 84.25%. The two models outperform the baseline
methods. But LSTM demonstrates less accuracy distribution
range and, thus, is more robust.

Confusion matrices obtained on test data during cross-
validation is shown in Fig. 2. The same two pairs of classes
demonstrate high confusion: street music vs. children playing
and children playing vs. dog bark. These sounds may have
complex time-frequency structure which impedes their accu-
rate classification.

Precision, recall and F1 calculated for each class using
confusion matrices are presented in Table I. LSTM shows
slightly higher F1 score for each class, except car horn, and
outperforms CNN in average. Also CNN may decrease recall
to increase the overall accuracy, especially for unbalanced
classes (e.g car horn and siren). Thus, LSTM performs better

0.95 2.6
0904 — CNN accuracy o4
LSTM accuracy
0.85 r2.2
0.80 r2.0
0.75 ri.g
= 0.70 rl.6
= 0.65 rld o
5 A
= 0.60 / ri.2
0551/ H1.0
0.50 r0.8
0.45 r0.6
—+— CNN loss
0.40 LSTM loss (0.4
0.35—F y y y y y y 0.2
0 10 20 30 40 50 60
Epochs

in Fig. 3. Both networks achieve the ultimate performance on
test data approximately at 20-th epoch. Having almost equal
accuracy the two models differ in their loss values. LSTM
network shows a significantly smaller loss. It means LSTM
is more confident in its predictions and has wider margins
between classes. Thus, it is more robust.

The CNN holds accuracy and loss over train and test data.
In contrast, LSTM model shows the better performance on
train data. It doesn’t fully generalize from train to unseen test
data and memorizes the details that don’t affect the overall
performance. It may indicates that the model is redundant.
Because of its recurrent structure the LSTM is more com-
putationally intensive and prone to overfitting, although has
less trainable parameters than CNN: 181K vs. 241K. So, it is
highly probable that the model may be simplified without a
significant performance degradation. Additional regularization
techniques may also be beneficial.

IV. CONCLUSION

LSTM network that take magnitude mel-spectrograms was
shown to be a reliable classifier in application for urban
sounds. It provides the 84.25% of average accuracy and thus
exceeds the majority of existing solutions. In comparison with
baseline CNN trained on the same data LSTM has a little
performance increase and is more confident.

0.95 2.6
0904 — CNN accuracy o4
LSTM accuracy
0.851 r2.2
0.80 SR A% W20
s Vinaul AVA
0.751 7 ri.8
= 0.701 1.6
Z 0651 1 4 g
S —
= 0.601 / F1.2
0.551 r1.0
0.501 r0.8
0.451 r0.6
—+— CNN loss
0.401 LSTM loss r0-4
0.35— ; y y y y y 0.2
0 10 20 30 40 50 60
Epochs

Fig. 3: Accuracy and loss evaluated on train data (left) and test data (right) during training.

59



60

The further study may develop towards the model simplifi-
cation and regularization or involve new data not limited by
urban setting.

APPENDIX

TABLE Al: Classification accuracy on UrbanSound8K dataset

Reference Classifier Features Accuracy
[27] SVM mel-bands and MFCC 70%
[28] SKM PCA whitened mel-bands 73%
[16] CNN log mel-spectrogram 73%

NN
[17] ¢ log mel-spectrogram 3%
CNN + aug 79%
[22] CRNN raw waveforms 79%

this paper LSTM mel-spectrogram 83%
(18] CNN mel—spectrogram, 93%

(GoogLeNet) MFCC, CRP images
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Abstract—Over the last few years, deep learning has proven
to be a great solution to many problems, such as image or
text classification. Recently, deep learning-based solutions have
outperformed humans on selected benchmark datasets, yielding
a promising future for scientific and real-world applications.
Training of deep learning models requires vast amounts of high
quality data to achieve such supreme performance. In real-
world scenarios, obtaining a large, coherent, and properly labeled
dataset is a challenging task. This is especially true in medical
applications, where high-quality data and annotations are scarce
and the number of expert annotators is limited. In this paper, we
investigate the impact of corrupted ground-truth masks on the
performance of a neural network for a brain tumor segmentation
task. Our findings suggest that a) the performance degrades
about 8% less than it could be expected from simulations, b)
a neural network learns the simulated biases of annotators, c)
biases can be partially mitigated by using an inversely-biased

dice loss function.

HE HUMAN brain is proficient in recognizing patterns
Tin a variety of domains: visual, auditory, etc. Its per-
formance is always treated as the golden standard for the
assessment and a level to beat using machine learning (ML)
and deep learning (DL) models. As it stands, datasets are
labeled by human annotators, with different levels of training,
predispositions, and of course, also harbor their own biases,
which have an impact on the quality of their annotations.
Reducing the errors in datasets, also called label noise, calls
for double- and triple-checking (usually done by different
annotators), which requires a vast amount of work.

For example, in the classification of natural images — such
as the ones included in the famous ImageNet dataset [1] —
the human classification error rate was estimated at 5.1% by
Russakovsky et al. [2]. However, the authors suggested that the
labels provided by two human annotators did not exhibit strong
overlap (one annotator’s score was much lower — around 80%),
and a significant amount of training was needed to achieve
high-quality annotations.

The situation is even worse for more specialized domains,
such as the diagnosis based on medical imaging, which
requires years of training and experience. Moreover, due to
the nature of the field, in some cases there is no clear way
to classify a given observation correctly — studies showed that

I. INTRODUCTION
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medical diagnosis tests are not 100% accurate and cannot be
considered the gold standard [3] [4]. This may be an effect of
frequently occurring disagreements between medical experts
interpreting test and imaging results [5] [6] [7] [8].

Image segmentation poses an even more severe problem.
Reaching an agreement whether the object of interest is present
in an image is relatively easy — what is challenging is to
reach a consensus on its exact, pixel-wise location. In cases
where more than one segmentation is available (which is
seldom the case) there are multiple ways of handling such
lack of consensus. An example of such method is the STAPLE
algorithm [9], which automatically assigns confidence scores
to each segmentation to merge multiple segmentations into one
that is more accurate.

The presence of noise in annotations may even be more
pronounced in real-world datasets, which are not carefully
curated and annotated. Intuition tells us that training of a deep
neural network (DNN) using a dataset with non-zero anno-
tation noise can hurt the performance of a model, since loss
function calculations provide "partially incorrect" gradients,
which impair the learning process. Zhu et al. [10] investigated
the effect of class label noise on the performance of a Decision
Tree (DT) classifier in a classification task performed on
various datasets. The study revealed that the performance of
a DT classifier decays rapidly as the level of noise increases.
Our recent investigation on a smaller scale (unpublished yet)
revealed that classifiers based on DNNs can handle the rising
amount of class label noise much better, even without applying
any noise-filtering mechanisms.

II. CONTRIBUTION

Another very important application of computer vision,
besides image classification, is image segmentation. Image
segmentation is often used in medical image processing, where
segmentation masks provide a visual aid for physicians. In
the future, it could become the first step of automatic or semi-
automatic diagnosis processes. However, we must bear in mind
that the annotations provided by DL-based models are heavily
dependent on the quality of the data they were trained on.
Our contribution presented in this paper is three-fold: a) we
show the results of our investigation of the impact of various
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levels of simulated noise in ground-truth segmentations on
the performance of a DNN in brain tumor segmentation; b) a
comparison of the DNN with a "perfect model", which learns
perfectly the distribution of the simulated biases present in the
data; c) the first results showing that an incorporation of bias
into the loss function can partially combat a bias present in
the data.

III. DATA

In our study, we performed experiments on the BraTS2018
dataset [11], [12], [13], [14], which consists of MRI-DCE
scans of 285 patients with diagnosed gliomas: 210 patients
with high-grade glioblastomas, and 75 patients with low-
grade gliomas. Each study was manually labeled by one
to four expert readers. The data of each patient consists
of 155 frames of size 240x240 px, with four co-registered
modalities: native pre-contrast T1-weighted (T1), post-contrast
T1-weighted (T1c), T2-weighted (T2), and Fluid Attenuated
Inversion Recovery (FLAIR). The scans were skull-stripped
and interpolated to the same shape (155, 240, 240) with
the voxel size of 1 mm3. Each pixel was assigned one of
the following four labels: healthy tissue (background), Gd-
enhancing tumor (ET), peritumoral edema (ED), and necrotic
and non-enhancing tumor core (NCR/NET) [12], [13], [14].
An example frame (Tlc and T2) and the corresponding
multiclass segmentation is shown in Fig 1. For the purpose
of this work, all classes were merged into one — whole tumor
(for a binary segmentation task).

Our pre-processing followed the methodology from the
BraTS2018 competition presented in [15] — a volume-wise
z-score normalization was applied to the brain region of each
modality separately.

IV. EXPERIMENT DETAILS

Our training was performed on a machine equipped with an
Intel Core i7-7700 CPU, 64 GB RAM, and a NVIDIA GTX
1080 GPU. All experiments were performed with the PyTorch
1.0 framework in Python 3.6. In all experiments, we exploited
a variation of U-net [16] with residual blocks [17] consisting
of just under 1M parameters. The network consisted of 3 levels
with 2 residual block on contracting path (CP) and expanding
path (EP), for total of 12 residual blocks. Each residual block
had 3 convolutional layers with 32, 48, and 64 filters on
the first, second, and third level, respectively. The data from
bridge connections (used between equivalent blocks on CP and
EP) was concatenated in the channel dimension with the data
coming from lower level, and a single convolutional layer was
used to reduce the dimensionality. Parameters of the network
were optimized by a SGD optimizer with the momentum of
0.9 and initial learning rate of 0.01. The learning rate was
decreased by a factor of 5 after 10 and 16 epochs. The total
length of training was 20 epochs, with batch size 14 (due to
memory constraints). One epoch took around 22 minutes to
train. For regularization we used weight decay of 10~%.

As the main objective function, we used the dice score (1),
also called the f;-score, which is a harmonic mean of precision
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Fig. 1. Examples of images of BraTS2018 dataset in selected two modalities:
a) Tlc and b) T2. Their corresponding ground-truth segmentations are shown
on panels c¢) and d), with three classes enhancing tumor (blue), peritumoral
edema (green), and tumor core (red).

(positive predictive value), and recall (sensitivity). For the
sake of differentiability we exploited its soft version (without
thresholding). The pixel-wise dice score can be expressed as

where p; € [0,1] is the predicted value at pixel 4, and
t; € {0,1} is the target value of the same pixel, provided from
the ground truth. To assure non-zero gradients and prevent
division by zero, a smoothing factor of 1.0 was added to
both the numerator and denominator. Since the popular DL
frameworks are designed to minimize the objective function
instead of maximizing it, we defined our loss function as

Dice(p,t) = 1)

@)

The scores obtained on train and validation subsets were
calculated for each frame, and then averaged; on the test
subset, the scores were calculated volume-wise, which is a
form of weighted-average with respect to the size of the
ground-truth segmentation.

L(p,t) = 1.0 — Dice(p, t).

A. Data split

To validate our approach, we split the data into train-
ing, validation, and test subsets, containing 205, 40, and
40 data volumes, respectively. This allowed us to have 7
non-overlapping folds to perform cross-validation on. All the
results presented are averaged over all folds.



MICHAL MARCINKIEWICZ, GRZEGORZ MRUKWA: QUANTITATIVE IMPACT OF LABEL NOISE ON THE QUALITY OF SEGMENTATION

B. Simulated noise

To imitate sub-optimal segmentations, we assumed that
even expert annotators can have their own biases, and their
segmentations can have a noticeable variance due to human
errors. We introduced biased noise to the train and validation
subsets only, since we assumed that the test subset is of
sufficiently high quality to be compared against. The bias-
introduction routines were based on morphological operations
applied to each frame with a binary mask using a 3x3
structure one or more times. The morphological operations
were incorporated in three ways:

« Dilate: simulates an annotator biased towards recall. The
annotations produced tend to be over-segmented (the seg-
mentations encapsulate more pixels than the true tumor),
to be sure nothing important is missed. Since the tumor
core is usually surrounded by the peritumoral edema,
deciding exactly how far the tumor area reaches might
be a non-trivial task.

o Erode: simulates an annotator biased towards precision.
The annotations produced tend to be under-segmented,
ensuring that only the tumor area is included. Because of
that, some parts of the tumor can be omitted.

« Random: to simulate a random annotator or a mixture of
annotators with different biases (either tending to over-
or under-segment), we randomly assigned a dilation or
an erosion operation for each frame in an accordingly
sampled scale.

The number of iterations of morphological operations, de-
noted here as a scale of contamination, was sampled from a
normal distribution N'(0,0?%) with a few different values of
variance 02 € {1,2,3,4,5}. Since the number of iterations
had to be a positive integer number, an absolute value of the
number was taken, followed by an integer casting (the floor
operation). The scale directly influenced the extent to which
the original ground-truth mask was modified by a morpho-
logical operation (erosion / dilation) — it altered the relative
change of size (AS = Spodified/Soriginal)- If scale = 0, the
ground-truth was fed into the network unchanged, meaning
that AS = 1. Some example effects of dilation and erosion
operations applied to a selected frame of FLAIR modality are
presented in Fig. 2 for scales € {0,1,3,5}. In panels (a) and
(e), the ground-truth segmentation is unchanged. The dilation
operation (top panels) increased the target segmentation size
by 15%, 39%, and 61% for the scales of 1, 3, and 5, as
shown in panels (b), (c), and (d), respectively. Erosion (bottom
panels) decreased the target segmentation size by 14%, 39%,
and 58% for the scales of 1, 3, and 5, as shown in panels
(), (g), and (h), respectively. It is worth pointing out that the
magnitude of AS depends strongly on the initial shape of
a mask, thus morphological operations can introduce vastly
different surface scaling factors.

V. RESULTS

The average baseline test scores obtained by our model,
without any modifications of the ground-truth segmentations,

a) AS =1.00b) AS = 1.15¢) AS = 1.39d) AS = 1.61

e) AS=1.00f) AS =0.86 g) AS =0.61h) AS =0.42

3 5

Scale: 0 1

Fig. 2. Examples of biased noise of a binary mask overlaid on a FLAIR image
selected from BraTS2018 dataset. Original mask is presented in panels a) and
e), marked by the noise scale = 0 and relative change of size AS = 1.00.
Top row (panels b, c, and d) shows examples of dilation operation with scale
€ {1,3,5}, which translates into AS € {1.15,1.39,1.61}. Bottom row
(panels f, g, and h) shows examples of the erosion operation with the same
scale, which translates into AS € {0.86,0.61,0.42}.

TABLE I
BASELINE DICE, PRECISION, AND RECALL SCORES FOR OUR NETWORK
TRAINED AND VALIDATED ON BRATS2018 DATASET FOR BINARY
SEGMENTATION. MEAN AND STANDARD DEVIATION (STD) WERE
CALCULATED OVER ALL FOLDS.

Val Val Val Test Test Test
Dice Precision Recall Dice Precision Recall
Mean | 0.896 0.906 0.880 0.872 0.902 0.863
Std 0.013 0.009 0.021 0.016 0.020 0.027

were 0.872, 0.902, and 0.863 for dice, precision, and re-
call, respectively. These values remained relatively consistent
across all folds. The scores are comparable with some of
the higher scores of the BraTS2018 challenge for the whole-
tumor class on the training scoreboard. Unfortunately, since
the challenge is over, we were not able to evaluate our results
on the validation set or the test set, because the evaluation was
carried out by the organizers. Following that, our results could
not be compared with these submitted to the challenge by the
participants. However, we would like to stress that multiclass
segmentation (as in the BraTS2018 challenge) is a much more
difficult task; the networks trained for the challenge might not
have been optimized for binary segmentation, therefore there is
no fair comparison between models trained for multiclass seg-
mentation and our model. However, since our model reaches
close to 0.9 of dice, precision, and recall, we are confident
that it is good enough to act as a valid baseline.

The main results of this paper are presented in Fig. 3. The
panels (a), (b), and (c), present the dice score, precision, and
recall as a function of contamination scale, respectively. Solid
lines represent the results obtained by our DNN for random
(blue), dilation (orange), and erosion (green) contamination
modes.

We performed a simulation of a "noise-robust" model — a
model which has the same performance on noiseless data as
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Fig. 3. Performance scores of a deep neural network trained using binary segmentation masks of BraTS2018 dataset with applied morphological noise
simulation (erosion — orange, dilation — blue, or randomly chosen one — green) as a function of the scale of the noise. Panel (a) shows the dice score, panel

(b) precision, and panel (c) recall.

our DNN, but also learns to mimic the noise-incorporation
procedures, yielding the same performance at every scale
assuming that the test set is noisy as well. Effectively, we
altered the masks of each fold on each scale, and calculated all
metrics against the original ground-truth segmentations. The
procedure allowed us to verify how our DNN compares with
the "noise-robust" model. The results for the simulated "noise-
robust" model are presented with dashed lines in Fig. 3. The
colors match the modes of the DNN.

A. Dice score

The dice score (Fig. 3a) shows a stable behavior for random
noise, degrading slightly even for higher values of scale the
dice score drops only about 0.004, from 0.872 to 0.868. In
the case of dilation and erosion the drop is more significant,
down to 0.853 and 0.836. The results obtained by our DNN for
each mode are higher than the those obtained by the simulated
learner by around 8% (random), 6% (dilate), and 6% (erode).

B. Precision

Random noise has a negligible effect on the precision score
(Fig. 3b). Erosion biases data towards precision, which is
reflected in the increase of the score for that mode, from 0.902
to 0.944. Dilation has an inverse effect — the score drops down
to 0.816.

The precision score obtained by our DNN for each mode
are higher than the those obtained by the simulated learner by
around 8% (random), and 5% (dilate). Since erosion does not
misplace any pixels, the noisy mask is contained completely
within the original mask — the precision score is unaffected
by such noise.

C. Recall

Random noise has similarly a negligible effect on the recall
score (Fig. 3c). Dilation operation favors higher recall, which
is reflected by the increase of the score for that mode from
0.863 to 0.912. Contrarily, the recall score for erosion drops
down to 0.772.

The recall score obtained by our DNN for each mode are
higher than the those obtained by the simulated learner by
around 7% (random), and 4% (erode). Since dilation does not

misplace any pixels, the noisy mask encapsulates completely
the original mask — the recall score is unaffected by such noise.

D. Reducing bias

We investigated whether biases present in the dataset could
be proactively mitigated by altering the loss function (2). We
tuned the relative weight of the precision and recall (parameter
B) of the dice score (1), generalizing it to the fg-score, as in
(3). This operation puts more attention of the loss function
towards either recall (for 8 > 1) or precision (for 5 < 1),
partially countering the biases present in the data. Particularly,

for Jim f5 yields recall, while i fg precision.
precision - recall
= (14 B2 3
fo=01+P )52 - precision + recall’ 3
where
. > piti + 1.0
recision(p,t) = L )
and
cpit; + 1.0
recall(p, t) 2ipiti + 5)

To detect if the bias of the dataset could be mitigated and
to what extent, we performed a gridsearch over multiple beta
values § € {0.0,0.2,...,0.8}. Lower values beta bias the
loss function towards precision, so we biased the data towards
recall by using dilation. The results of the gridsearch plotted
as colormaps are shown in Fig. 4. The values for beta = 1.0
were already calculated (Fig. 3).

At no dilation (scale = 0) the dice score (Fig. 4a) decreases
along with beta, which was expected as the network is no
longer being trained to maximize the dice score directly. More
importantly, the scores obtained for the values of scale and
beta close to the anti-diagonal are visibly higher, especially for
higher levels of noise, in comparison with the corresponding
results for 5 = 1.0. For example, at 8 = 0.2, the network was
able to quite consistently (for scale values € {3,4,5}) score
around 1.5 percent higher than for the default dice-based loss
function.
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Fig. 4. Dice score of a deep neural network trained using binary segmentation
masks of BraTS2018 dataset with applied morphological dilation as a function
of the scale of the noise and a parameter beta, representing the bias of the
objective function towards precision (bias increases with decreasing beta).

Those results confirm that indeed the effect of bias in the
dataset can be offset by incorporating an opposite bias in the
objective function. Most likely, the optimal performance (ob-
tained using unbiased dataset) cannot be restored completely,
but, nevertheless, the gains are non-negligible. This puts the
beta parameter as a viable hyperparameter for optimizing the
performance of a deep neural network in cases where there
might be a bias present in a given dataset.

VI. CONCLUSION

In this paper, we investigated the impact of simulated
biases and variances of annotators—reflected in the under-
or over-segmentation of binary mask they annotate—on the
performance of a DNN trained on such modified image-mask
pairs. We employed three types of simulated modifications of
original ground-truth segmentation (which we called biased
noise): erosion (simulating under-segmentation bias), dilation
(simulating over-segmentation bias), and random, which em-
ployed randomly either erosion or dilation.

The results suggest that the performance of a DNN decays
as the scale of contamination increases. The effect is rapid for
both erosion and dilation, while it is slower (but steady) for
the random contamination. This is because when training using
under-segmented (eroded) segmentation masks, the DNN be-
comes biased towards precision, while using over-segmented
(dilated) makes it biased towards recall. Both modes of
contamination degrade the performance of a neural network
significantly. However, for random contamination simulating
a mixture of annotators with different biases, the decay of
performance is less significant.

We also investigated whether the negative effect of a biased
dataset on the training of a neural network could be reduced

by incorporating an opposite bias in the objective function.
The results confirmed that both biases partially cancel each
other, thus improving the performance. We suggest that the
B parameter of the fg score be considered as an important
hyperparameter to search for during the optimization. Another
option worth considering is to use multiple networks trained
with different values of the 5 parameter in an ensemble. Such
ensemble might improve the overall score via voting, just
like an "ensemble" of expert annotators improve the score by
improving the quality of ground-truth segmentations.

REFERENCES

[1] J. Deng, W. Dong, R. Socher, L. Li, K. Li, and L. Fei-Fei. Imagenet: A
large-scale hierarchical image database. In 2009 IEEE Conference on
Computer Vision and Pattern Recognition, pages 248-255, June 2009.

[2] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma,

Z. Huang, A. Karpathy, A. Khosla, M. S. Bernstein, A. C. Berg, and

L. Fei-Fei. Imagenet large scale visual recognition challenge. Int J

Comput Vis, 115: 211, 2015.

L. Joseph, T. W. Gyorkos, and L. Coupal. Bayesian estimation of disease

prevalence and the parameters of diagnostic tests in the absence of a gold

standard. Am. J. Epidemiol., 141(3):263-272, Feb 1995.

1. Bross. Misclassification in 2 x 2 tables. Biometrics, 10(4):478-486,

1954.

[51 A. A. Bankier, D. Levine, E. F. Halpern, and H. Y. Kressel. Consensus
interpretation in imaging research: is there a better way? Radiology,
257(1):14-17, Oct 2010.

[6] W. R. Mower. Evaluating bias and variability in diagnostic test reports.
Ann Emerg Med, 33(1):85-91, Jan 1999.

[71 J. G. Jarvik and R. A. Deyo. Moderate versus mediocre: the reliability
of spine MR data interpretations. Radiology, 250(1):15-17, Jan 2009.

[8] J. A. Carrino, J. D. Lurie, A. N. Tosteson, T. D. Tosteson, E. J. Carragee,
J. Kaiser, M. R. Grove, E. Blood, L. H. Pearson, J. N. Weinstein, and
R. Herzog. Lumbar spine: reliability of MR imaging findings. Radiology,
250(1):161-170, Jan 2009.

[9] S. K. Warfield, K. H. Zou, and W. M. Wells. Simultaneous truth and
performance level estimation (STAPLE): an algorithm for the validation
of image segmentation. IEEE Trans Med Imaging, 23(7):903-921, Jul
2004.

[10] X. Zhu and X. Wu. Class noise vs. attribute noise: A quantitative study.
Artificial Intelligence Review, 22(3):177-210, Nov 2004.

[11] B. H. Menze et al. The multimodal brain tumor image segmentation
benchmark (BraTS). IEEE TMI, 34(10):1993-2024, Oct 2015.

[12] S. Bakas et al. Advancing the cancer genome atlas glioma MRI collec-
tions with expert segmentation labels and radiomic features. Scientific
data, 4:1-13, 9 2017.

[13] S. Bakas, H. Akbari, A. Sotiras, M. Bilello, M. Rozycki, J. S.
Kirby, J. B. Freymann, K. F, and C. Davatzikos. Segmenta-
tion labels and radiomic features for the pre-operative scans of
the TCGA-GBM collection, 2017. The Cancer Imaging Archive.
https://doi.org/10.7937/K9/TCIA.2017. KLXWIJJ1Q.

[14] S. Bakas, H. Akbari, A. Sotiras, M. Bilello, M. Rozycki, J. S.
Kirby, J. B. Freymann, K. F, and C. Davatzikos. = Segmenta-
tion labels and radiomic features for the pre-operative scans of
the TCGA-LGG collection, 2017. The Cancer Imaging Archive.
https://doi.org/10.7937/K9/TCIA.2017.GJQ7ROEF.

[15] M. Marcinkiewicz, J. Nalepa, P. R. Lorenzo, W. Dudzik, and G. Mrukwa.
Automatic brain tumor segmentation using a two-stage multi-modal
fenn. In Alessandro Crimi, Spyridon Bakas, Hugo J. Kuijf, Farahani
Keyvan, Mauricio Reyes, and Theo van Walsum, editors, Brainlesion:
Glioma, Multiple Sclerosis, Stroke and Traumatic Brain Injuries, chap-
ter 2, pages 13—-24. Springer International Publishing, 2019.

[16] O. Ronneberger, P. Fischer, and T. Brox. U-net: Convolutional networks
for biomedical image segmentation. In Medical Image Computing and
Computer-Assisted Intervention — MICCAI 2015, pages 234-241, Cham,
2015. Springer International Publishing.

[17] K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning for image
recognition. CoRR, abs/1512.03385, 2015.

3

[lie}

[4

=

65






Proceedings of the Federated Conference on DOI: 10.15439/2019F192
Computer Science and Information Systems pp. 67-76 ISSN 2300-5963 ACSIS, Vol. 18

& il

Non—dominated Sorting Tournament Genetic
Algorithm for Multi-Objective Travelling Salesman
Problem

Pawel B. Myszkowski
Wroctaw University of Science and Technology
Faculty of Computer Science and Management
ul. Ignacego Lukasiewicza 5, 50-371 Wroctaw, Poland
pawel.myszkowski @pwr.edu.pl

Maciej Laszczyk
Wroctaw University of Science and Technology
Faculty of Computer Science and Management
ul. Ignacego Lukasiewicza 5, 50-371 Wroctaw, Poland
maciej.laszczyk @pwr.edu.pl

Kamil Dziadek
Wroctaw University of Science and Technology
Faculty of Computer Science and Management
ul. Ignacego Lukasiewicza 5, 50-371 Wroctaw, Poland
220901 @student.pwr.edu.pl

Abstract—A Travelling Salesman Problem (TSP) is an NP-
hard combinatorial problem that is very important for many
real-world applications. In this paper, it is shown, that proposed
approach solves multi-objective TSP (mTSP) more effectively
than other investigated methods, i.e. Non-dominated Sorting
Genetic Algorithm II (NSGA-II). The proposed methods use rank
and crowding distance (well-known from NSGA-II), combining
those mechanisms in a novel, unique way: competing and co-
evolving in the evolution process. The proposed modifications
are investigated and verified by the benchmark mTSP instances,
and results are compared to other methods.

I. INTRODUCTION

TRAVELLING Salesman Problem (TSP) is an NP-

hard combinatorial optimization problem. The goal is

to find a Hamiltonian cycle, that minimizes the sum of edge

weights in a complete weighted graph [1]. Importance of TSP

is accentuated by the fact, that it is a part of NP-complete
class of problems [2].

A multi-objective Travelling Salesman Problem (mTSP)
is an extension of TSP, where more than one objective is
considered. It can be cost or time of the travel, the length
of the route, etc. All objectives are optimized simultaneously
[3]. An mTSP with two objectives is considered in this paper.

In multi-objective optimization, there is no prioritization
of the objectives. Hence, to compare different solutions a
dominance relation is used. A solution dominates another, if it
has the value of at least one objective better, and value of no
objectives worse than that solution. The goal of multi-objective
optimization is to find all non-dominated solutions, a Pareto
Front (PF). In practice, it is often not known whether found
solutions comprise a true PF. Hence, the result of each method
is called a PF approximation.

A Non-dominated Sorting Genetic Algorithm II (NSGA-
I) [4], a classical multi-objective approach, uses two dis-
tinct mechanisms in its selection. The first one is the rank
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comparison, which is based on the dominance relation, and
aims to improve the convergence of the results. The second
one is the crowding distance, which aims to increase the
diversity of the results. However, a recent Non-dominated
Sorting Tournament Genetic Algorithm (NTGA) [5] does not
utilize the crowding distance at all. The authors show increased
effectiveness of NTGA. This paper verifies the effectiveness
of both rank and crowding distance. Two methods are
presented that combine those mechanisms in a novel, unique
way. One that uses them sequentially and forces competition
between them. The other that utilizes two populations, where
the mechanisms cooperate.

A set of experiments is designed to verify the quality of PF
approximations generated by all methods. The Multi-Objective
Evolutionary Algorithm integrating NSGA-II, SPEA2, and
MOEA/D (MOEA/NSM) [12] is currently the best-known
method for mTSP. Hence, it is used to compare the results. The
results are evaluated by measuring convergence and diversity
of the PF approximation and efficiency of the method. The set
of Quality Measures (QMs) proposed in [6] is used. Moreover,
visualizations of selected results are provided and a thorough
theoretical analysis is presented.

The rest of the article is structured as follows. Section II
contains the overview of existing work related to mTSP and
multi-objective optimization. Section III provides a formal
definition of the problem. All of the proposed approaches
are described in section IV. Experiments and their results are
presented in section V. The paper is concluded and additional
remarks are given in section VL.

II. RELATED WORK

A TSP is one of the most commonly researched problems.
Many modifications to its original definition have been pro-
posed. A TSP with asymmetric distances between the cities
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[7], with multiple travelling salesmen [8], with stochastic
travel times [9] or a vehicle routing problem [10].

Due to the NP-hard nature of mTSP, researchers often tackle
it with metaheuristics. Genetic Algorithms are commonly used
(e.g. [11], [12]). Authors of [14] and [15] have used an
ant colony optimization methods. In [16] and [17] different
memetic algorithms have been researched in the context of
mTSP. It is also not uncommon to apply local search based
methods [18], [19].

Researches often approach multi-objective optimization
with genetic algorithms. They have proven to generate very
high-quality PF approximations [20]. NSGA-II [4] is one
of the most commonly used methods. It uses only a single
population, where parents are forced to compete with children.
It utilizes the rank and crowding distance of the individuals
in the selection process and to truncate the population after
every generation.

NTGA [5] is an extension of classical NSGA-II. The authors
have shown its efficiency for a bi-objective scheduling prob-
lem — Multi-Skill Resource Constrained Project Scheduling
Problem (MS-RCPSP). Modified selection in NTGA no longer
utilizes the crowding distance. Instead, a clone elimination
method is employed to maintain the diversity of the popu-
lation. Additionally, the size of the tournament has been ad-
justed. Moreover, children are created in a new population and
no longer have to compete with the parent population. NTGA
uses also an archive that contains current approximation of PF.
Such approach is a base of considerations in the given paper.

Recently created Multi-Objective Evolutionary Algorithm
integrating NSGA-II, SPEA2, and MEA/D (MOEA/NSM)
[12] has been successfully applied to mTSP. It uses the crowd-
ing distance, decomposition and Pareto strength. The solution
space is explored using subpopulation tables, where each
subpopulation contains the best results for a given aggregation
of criteria. Every individual undergoes a crossover, mutation,
and 2-opt optimization. At the end of each generation, sub-
populations of SPEA2 and NSGA-II are updated. Rank and
crowding distance mechanisms are considered. The authors
show that MOEA/NSM outperforms all other methods and
is the state-of-the-art population—-based algorithm for mTSP.
Hence, MOEA/NSM is used in this paper for comparison.

Initial multi-objective methods focused mostly on the con-
vergence. However, recent research has shifted the focus onto
the diversity [13]. This article tries to find the balance be-
tween the two. Two methods are proposed. One that switches
the focus between convergence and diversity. The other that
emphasizes both in parallel populations.

III. PROBLEM

A TSP comprises of a set of m cities. In the problem a
salesman must visit every city exactly once and return to
the place where the travel started (initial city). The goal is
to minimize the cost of travel of that route, given the cost
of travel from city 7 to city j, is defined as c;; and is part
of the problem definition. TSP is equivalent to finding the
minimum Hamiltonian cycle in a non-directed, weighted graph
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[22], where nodes represent the cities, and weights represent
the travel costs. Total cost of travel is calculated as the sum of
edge weights and should be minimized. A symmetric TSP
is considered in this paper, where c;; = c;; for all cities
i,7€{0,1,....m—1}

In Multi-objective Travelling Salesman Problem (mTSP)
multiple aspects of the route are evaluated [12]. It could be
cost, time, length or risk of travel. The problem with n criteria
and m cities is represented by n weighted graphs. For each
k € 1,...,n, graph Gy is a weighted graph, that represent
k — th criterion. The edge weight between cities ¢ and j in
graph G, is represented by CE?). In this paper two criteria are
considered.

IV. EVOLUTIONARY METHODS

This section contains the description of all the investigated
methods. First, definitions of important terms related to the
work are given. Next, parts that are common for each method
are described. Then, reference methods are presented. Finally,
two novel modifications are described.

A. Definitions of Terms

1) Dominance Relation: The comparison of multi-objective
solutions is done with the dominance relation. Let z, 2’ be two
points in the multi-objective solution space. z dominates 2z’
when both Eq.1 and Eq.2 are satisfied:

h=1fr(2) < fir(2) )]

Fro1 fr(2) < fu(2) 2

Where n is the number of criteria, fj is the objective
function of k — th criterion.

2) Pareto Front: A set of all non-dominated solutions is
called a Pareto Front (PF). Since the set of globally non-
dominated points is not known, all methods create an approx-
imation of PF.

B. Representation

The representation of an individual in genetic algorithm
defines how a genome represents the solution in a given
problem. It also determines the use of genetic operators. All
methods in this paper use the same representation.

An individual, for the problem with m cities, is represented
by the permutation vector z = (mq,ma, ..., M., ). Each gene
is the number of the next city on the route. In TSP the full
route must end on the same city that it started. Hence, in the
calculation of the objective functions the cost of travel between
m,, and m, must also be considered.

C. Initial Population

The first step of a genetic algorithm is the generation of
an initial population. A random initialization is used. Every
individual is initialized with a random permutation of all m
cities. An additional mechanism enforces the uniqueness of all
generated genotypes.
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D. Genetic Operators

This chapter contains the description of both crossover, and
mutation, which allow for exploitation, and exploration of the
solution space.

1) Crossover: Crossover operator is responsible for the
exploitation of space [23]. In the process two parent indi-
viduals are used to create two children individuals. In all
methods, crossover is performed with a given probability (P,
parameter). In case of no crossover, parent genomes are copied
over to the children individuals.

An Order Crossover (OX) has been selected [24]. It tends
to retain the relative order of the genes and has been proven
to work well for the ordering problems [25]. First, a part of
the route is copied from the first parent, and then the rest of
the route is reconstructed based on the genomes of the second
parent. The part to copy is selected by randomly choosing
two cut-points of the chromosome. The part between those
two points is selected and copied to the child individual (in
the same place of the genome). The remaining genes are filled,
starting with the second cut-point, from the second parent. The
order is maintained and already existing cities are skipped.

For example, given two parent individuals p; and pao:

p1=B2118467159),
p2=(23615841197).

The first child ¢; is:
c1=0B5118467192).

The second child ¢, is generated by swapping the roles of two
parents in the crossover process:

c2=(26715841193).

2) Mutation: Mutation introduces a random perturbation in
the genome and is responsible for exploration of the solution
space [1]. It introduces one or more small changes within
the genome with given probability P,,. The parameter is a
probability of a mutation of a single individual.

An Inversion mutation has been selected. It performs an
inversion of a randomly selected sequence of genes. The se-
quence is selected by randomly choosing two cut-points within
the genome. All genes between those points are inversed.

For example, let’s consider a parent p with the following
genome and selected cut-points:

p=32118467159).
Mutation would result in the following genome c:

c=B321176481509).

E. Selection

Selection operator is used to provide parent individuals for
the genetic operators. It pressures the evolutionary process
towards the desired results. In the case of multi-objective
optimization it is important to find the PF approximation
close to the true PF, but also to promote the diversity of the
population. However, selection must also allow for the weaker

individuals in order to avoid local optima. In multi-objective
optimization the selection is based on the rank and crowding
distance [4].

The rank is calculated based on the dominance relation.
First, all non-dominated individuals within the population
gain rank 1. Then those individuals are exempt from further
calculations. Rank 2 is assigned to non-dominated individuals
from the remaining individuals. The process is iteratively
repeated, until every individual has a rank assigned. Higher
rank means that the individual is closer to the true PF.

The crowding distance is calculated based on the distance
to other individuals. It is a volume of the largest cube that
contains only that individual. A larger value means that there
are fewer individuals in that part of the space.

Researched methods use a tournament selection. First,
given number of individuals is randomly drawn from the
population. They are compared according to given selection
operators. The best individual, according to the operators, is
returned. NSGA-II originally uses a tournament selection with
two individuals, while NTGA allows for higher values of the
tournament size. Moreover, in selection method NTGA uses
an archive that contains all non-dominated individuals found
in a given evolution process.

FE. Evolutionary Process

The same evolutionary process is used in all methods.
It is used to generate a new population P,.,:, from the
current population P.,en¢. It also includes a clone prevention
method and archive usage introduced by NTGA. The process
is described in pseudocode 1.

Algorithm 1 Pseudocode of the evolutionary process

1: Poegt < 0

2: while |P,..t| < populationSize do

3: parents + select(Peyrrent U archive, operators)
4:  children < mutate(crossover(parents))
5. while P,..; contains children do
6
7
8

children < mutate(children)
end while
. evaluate(children)
9:  Prext & Prest Uchildren
10: end while
11: return P,

In line 1 of Pseudocode 1, the next population is initialized
to an empty collection. The loop between lines 2 and 10
performs the evolution until the next population reaches the
desirable size. In line 3, parents are selected from the current
population. NSGA-II does not use archive, but NTGA does
(see line 3) in the selection method. The comparison is
performed based on selected operators. Then, the children are
created by performing crossover and mutation on the parents in
line 4. Lines 5 to 7 describe the clone prevention mechanism.
As long as the children already exist in the next population,
they are mutated. Eventually, the children are evaluated in

69



70

line 8, and added to the next population in line 9. The next
population is returned in line 11.

G. Switch Non-Dominated Tournament Genetic Algorithm

The proposed method switches selections (crowding
distance and rank) to obtain an evenly distributed PF approx-
imation with high spread. Switch Non-dominated Tournament
Genetic Algorithm (SNTGA) is based on a recent NTGA [5]. It
switches between two competing selection operators - primary
SprimaryOpeTator and a temporary one stitchOperator~ The
former is used to obtain a diverse PF approximation, while the
latter to also guarantee the convergence of the approximation.
Both operators work in turns, and they promote different
solutions, which allows for a better exploration of the solution
space. Additionally, switch of the operators makes it easier to
escape local optima. In consequence, improved solutions can
be achieved. The time-frame, in which the operators work is
defined by the number of births and the following parameters.

e Sgelay - number of births, after which the temporary
operators is switched on. At the very beginning of the
evolution, the switch is not necessary, as the population
is still diverse, and not yet converged.

o Seqcn, - parameter determining a single cycle of the
operators

o Squration - Number of births after which Ssyitchoperator
should be switch off and Sp,imaryoperator should be
switched back on. It should always be lesser than Se,.p,.

Pseudocode 2 describes the SNTGA.

Algorithm 2 Pseudocode of sSNTGA

1: archive < ()

Prurrent < generatelInitial Population()

evaluate( Peyrrent)

while stoppingCriteria() do
nonDominatedSorting(Peyrrent)
crowdingDistance Assignment(Peyrrent)
update Archive(Peyrrent)
operator < selectionOperator()
Peyrrent  €volve(Peyrrent U archive, operator)

end while

. update Archive(Peyrrent)

: return archive

R AU

—_ = =

An empty archive is initialized in line 1. In line 2, the
current population is randomly initialized. It is then evaluated
in line 3. The loop between lines 4 and 10 runs until the
stopping criteria is reached. In the article it has been set to the
given number of births. In line 5, the non-dominated sorting
is performed and the crowding distance is assigned in line 6.
The archive is updated in line 7, by adding all non-dominated
individuals, and removing those that became dominated. In
line 8 a selection operator is determined (described in pseu-
docode 3). Then the current population is evolved (described
in pseudocode 1), based on the current individuals, the archive,
and selection operators. Finally, the archive is again updated
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in line 11 and it is returned in line 12, where it contains the
PF approximation.

Algorithm 3 Pseudocode of selectionOperator in SNTGA
1: switchBirthsCount  currentBirthsCount — Sqeiay
if switchBirthsCount < 0 then
operator <— Sp'r‘imaryOperatm’
else if switchBirthsCount mod Seqcn
then
operator <— stitchOpera,tor
else
operator <— Sp'rimaryOper(ltor
end if
return operator

Ll

< Sdu'ration

A A

To determine the current selection operators for SNTGA, the
moment, at which operator should change is calculated in line
1. A switchBirthsCount variable is used. It is calculated as
the current number of births minus the delay parameter. If that
number is smaller than O (check in line 2) then the primary
operator is selected in line 3. Otherwise, a check is performed
to verify, which operator should be used, in line 4. If not
enough births have happened, then the temporary operator is
used in line 5, otherwise primary operator is used in line 7.
The selected operator is returned in line 9.

Researched sNTGA uses the crowding distance as the
primary operator and rank as the temporary operator.

H. Co-Evolutionary Non-Dominated Tournament Genetic Al-
gorithm

Both rank and crowding distance operator can be suc-
cessfully used in multi-objective optimization methods. How-
ever, since both operators work on the same population, one
operator might diminish the effect of the other operator. Hence,
a Co-evolutionary Non-Dominated Tournament Genetic Algo-
rithm (cNTGA) is proposed. The main motivation in cNTGA
is to enforce cooperation of selection methods by operating on
two separate populations connected in the evaluation process.
Thus co-evolution mechanism is applied.

A cNTGA utilizes two populations with different selection
operators. The exchange of information is possible due to the
use of the same archive. The archive is used in the evaluation
and selection process of both populations. Additionally, at the
end of each generation, individuals of both populations are
added to the archive. The method requires only one additional
parameter Kranx — it defines the percentage of the initial
population size, that should be assigned to the population that
uses rank operator. cNTGA is described in pseudocode 4.
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Algorithm 4 Pseudocode of cNTGA

1: archive < 0

Prank, Pocp < generatelnitial Population()

evaluate(Pran i)

evaluate(Pcp)

while stoppingCriteria() do
nonDominatedSorting(Pran i)
nonDominatedSorting(Pcp)
crowdingDistance Assignment(Pcp)
update Archive(Prank U Pop)
Prani < evolve(Prank Uarchive,>RranNk)
Pcp « evolve(Pop U archive,>cp)

: end while

: update Archive(Prank U Pop)

return archive

D AN A o

_ e =
El S 4

An empty archive is initialized in line 1. Then two popu-
lations Prank and Pop are randomly initialized in line 2.
Then, they are evaluated in lines 3 and 4 respectively. The
loop between lines 5 and 12 runs until the stopping criteria is
reached. In the paper, the number of births is used. In lines 6
and 7, the populations are sorted according to the appropriate
operator. The crowding distances are assigned for population
Pcp in line 8. Then, the archive is updated in line 9, with
the individuals from both populations. The populations are
evolved (pseudocode 1) in line 10 and 11 using >ranyx and
>cp operators. The archive is once again updated in line
13. Finally, the archive containing the PF approximation is
returned in line 14.

In cNTGA, co-evolution significantly reduces the number
of parameters (comparing to SNTGA) and results in an eas-
ier investigation process. Finally, the method decides which
selection operator is more “useful” in the given problem, not
the researcher in the tuning process.

1. Reference Methods

The researched methods are compare to three selected,
reference methods. First, a NSGA-II [4] has been selected,
as it is the most common method in the literature. NTGA
[5] is selected, because approaches described in this paper are
based on it. Finally, MOEA/NSM [12] is used as the current
best state-of-the-art method.

V. EXPERIMENTS AND RESULTS

This section presents experimental procedure to verify ef-
fectiveness of the proposed methods (SNTGA and cNTGA)
by empirically comparing results to other reference methods.
Thus, used mTSP instances are presented, Quality Measure
for multi-objective optimization and methods setup are given.
Finally, results and selected visualizations are presented.

A. Data Instances

Data instances used in the research are commonly used
in literature, e.g. 9 instances euclid*** from TSPLIB (e.g.
[21]) and {kroAB100, kroAB200} generated from DIMACS
code. Instances differ in number of cities, which affects the
complexity and size of the solution landscape.

B. Quality Measures

To evaluate the results, the QMs proposed in [6] are
used. This section contains their description along with the
description of reference points required for their calculation.

1) Euclidean Distance: Euclidean distance (ED) is the
average distance between every point on the PF approximation
and a so called Perfect Point. Where the Perfect Point com-
prises of the best values of all objectives. ED can be formally
defined by equation 3.

IPE] 4
ED(PF) = Zr];}' - (3)

Where PF is the Pareto Front, d; is the distance from the
i’th point to the Perfect Point.

ED measures the convergence of the PF approximation and
should be minimized.

2) Hypervolume: Hypervolume (HV') is the volume of
hypercube defined by the PF approximation and the Nadir
Point. Where the Nadir Point comprises of the worst values
of all objectives. HV can be formally defined by equation 4.

HV(PF) = A( | {sls <8 < s} 4)

sePF

Where PF is an approximation of PF. s is the point of
approximated PF. s"*%" is a NadirPoint. A is a Lebesgue
measure, which generalizes the a volume. < is a domination
relation.

Hypervolume is a measure of spread, but is also influenced
by the convergence of the PF approximation. It should be
maximized.

3) Pareto Front Size: Pareto Front Size (PFS) is the
number of points on the PF approximation. It is the measure
of diversity and should be maximized.

4) Spacing: Spacing (S) is the average distance between
the consecutive points on the PF approximation. S can be
formally defined by equation 5.

1 _
P 2 (=9 5)

Where PF' is the approximation of the PF. d; is the distance
from the ¢ — th point the next consecutive point.

S is the measure of uniformity and should be minimized.

5) Ratio of Non-dominated Individuals: Ratio of Non-
dominated Individuals (RNI) is the value of PF'S divided
by the number of births. It measures efficiency of the method
and should be maximized.

6) Purity: Purity is used for a direct comparison of two PF
approximations. It is the number of points that remain non-
dominated, when combined with the PF approximation from
another method. Purity should be maximized.
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C. Parameters

Each method is tuned experimentally (like cNTGA,
sNTGA) or optimal configuration has been used based on
publications (e.g. MOEA/NSM [21] or NTGA [5]). Each
method is limited by number of births (a number of all visited
points). All configurations are presented in Tab. I.

For all investigated methods this value is given according
to number of cities as follows:

e 100 cities — 10 mln births,
e 200 cities — 13 mln births,
e 300 cities — 16 mln births,
e 500 cities — 22 mln births,

Such biths limitations are connected to the size of landscape
(number of cities) and limit of computational time required by
experimental procedure.

All investigated methods (NTGA, sNTGA, cNTGA and
NSGA-II) have been implemented in Java using standard
libraries. An exception is MOEA/NSM, where authors of [21]
code! has been used.

D. Experiments

Averaged results from 50 runs of 5 methods for 11 instances
are presented in Table II. The comparison shows that in each
case the best values of RNNI have been achieved by cNTGA
or SNTGA. Proposed methods also outperform others in PF'S
context — they give 2-3 times larger number of points in
approx. PF.

NSGA-II created interesting results — in 6/11 cases the best
ED and S values have been achieved — it is connected to
the fact, that this method gives very narrow PF approx. that
is located in the “centre” (see Fig.l1 or Fig.2). Other cases
(5/11) are occupied by NTGA, what confirms that E'D prefers
methods that focus on PF “centre.

In opposite cases (4/11) better S values were obtained by
cNTGA with much large PF'S value. Almost every time (9/11
cases) the best value of HV was achieved by MOEA/NSM.

All results have been averaged and presented in Table
III. Two proposed methods (sSNTGA and cNTGA) compete
successfully with MOEA/NSM. In case of ED, all mentioned
methods give results that are almost the same. The Wilcoxon
signed-rank test showed that results of these three methods are
not statistically different.

Results presented in Table III show that MOEA/NSM gives
better approx. PF in HV context. The difference between
SNTGA and MOEA/NSM results is statistically significant —
Wilcoxon signed-rank test (Wy g5 = 66 > W, = 13) confirmed
that.

For other QM’s, two proposed methods — ¢cNTGA and
SNTGA - give results (ED, RNI and S) that are not
statistically different. The exception is HV, where sNTGA
outperforms cNTGA and it is statistically significant (W o5
= 65 > W, = 13). However, both methods outper-
form MOEA/NSM. E.g. comparing results for cNTGA and
MOEA/NSM Wilcoxon signed-rank test gives: PF.S (W 05

IMOEA/NSM code: https://github.com/MOEA-NSM/moea-nsm
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=66>W,=13), RNI (Wpo5=64>W,.=13)and S (Wy 05
=66 > W, = 13).

E. Visualizations and approx. PF analysis

To visualize approximations of PF, selected graphs have
been prepared. They present the “averaged” PF — modified
version of empirical attainment function (EAF) [26]. Each
graph contains data of PF from 50 independent runs of selected
method.

For smaller instances (i.e. euclidAB100) the results of 5
investigated methods are very similar. Hence the visualization
has been omitted. Only two methods — NSGA-II and NTGA
— give worse results: approx. PF is dominated by others and
have larger standard deviation.

Graph presented on Fig.1 shows results for more com-
plex instance, euclidAB300. Methods cNTGA, sNTGA and
MOEA/NSM compete successfully. NTGA gives the worst
solution. Quite interesting are results of NSGA-II — approx.
PF is too short but focused in central region of PF.

The more difficult instance (see Fig.2, euclidAB500) sug-
gests that MOEA/NSM is effective in the central area of PF
— QM’s S and HV confirm that. However, in other areas,
SNTGA and cNTGA can compete and give very good results —
a large number of points. Moreover, PF approximation created
by NSGA-II is very short but of very high quality and focused
in the central area.

To get a more detailed image of results Purity measure
have been (see Tab. IV) used to compare gained approx. PF,
where methods are compared in pairs. Results show that it is
quite difficult to select the method with the best results. Fig.??-
Fig.1 showed that MOEA/NSM gives better results in “centre”
region, cNTGA wins in other regions. Using Purity measure,
it gives domination of MOEA/NSM in 53.9% but cNTGA
dominates in 54.3%. Detailed analysis of the data shows that
cNTGA “wins” in instances with 500 cities and fails in 300
cities — it can be a suggestion that births limits cNTGA to
much and such aspect should be investigated more carefully
in further research. It is worth mentioning that cNTGA and
sNTGA give significantly larger PF approx. (see PF'S values
in Tab.Il or Tab.IIl) what can disturb a little interpretation of
Purity values.

Another conclusion gained from Tab.IV is that cNTGA
outperforms results of SNTGA in each instance — approx. PF
“dominates” in 62%. Moreover, SNTGA does not compete
with MOEA/NSM so successfully, and is “dominated” in
59.8%.

FE Summary

cNTGA and sNTGA methods are effective and can compete
with MOEA/NSM results (e.g. better PF'S and S values).
However, there is a strong need to focus the methods in central
area of PF. Moreover, proposed methods have better efficiency
than MOEA/NSM - the RN confirmed that. The last but
not least, is the conceptual aspect — cNTGA and sNTGA are
methods that have only few parameters, are easy to understand
and tune.
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TABLE I
CONFIGURATIONS FOR INVESTIGATED METHODS
NSGAII MOEA/NSM NTGA cNTGA sNTGA
mutation (Py,) Swap, 10% Swap, 10% | Inversion, 0.5% Inversion, 0.25% Inversion, 0.5%
crossover (Pr) 0OX, 80% 0OX, 80% 0OX, 40% 0OX, 70% OX, 60%
tournament size (Ts;ze) 2 2 25 25 25
pop_size (K) 500 100 500 500 500
pobi’  pobj’ 20 Krank  60% | Sdelay 4 000 000
ppon 40 Seach 1 000 000
additional parameters My 100 Sduration 750 000
NSt 50
Popr 10%
Fig. 1. Comparison of average approx. Pareto Fronts for data instance euclidAB300

VI. CONCLUSIONS AND FUTURE WORK

This article introduces two new methods based on recent
NTGA. The first one is SNTGA, which uses the rank and
crowding distance operators sequentially. The second one
- cNTGA utilizes two subpopulations, where one of them
uses rank, and the other one uses crowding distance in their
respective selection methods. Both subpopulations cooperate
by performing the selection on a shared archive of non-
dominated individuals.

The methods are compared to the state-of-the-art
population-based MOEA/NSM. Proposed methods require
fewer parameters and it is argued that they are less complex.
Additionally, the results are evaluated with a set of QMs on
the selected instances of TSP.

Another promising trend in literature is specialization and
hybridization of metaheuristics. Proposed methods could be

extended by some local search techniques like 2-opt or/and
genetic operators that are considered to be more effective in
TSP, like Edge Crossover Operator [27].

It is shown that MOEA/NSM achieves better results in
the ’centre’ of the PF approximation. A different selection
method that would emphasize the convergence in that area
could be beneficial. Also, research on the different multi-
objective problems in the context of SNTGA and cNTGA is
an interesting direction for future work.
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TABLE II
AVERAGED VALUES OF QMS FOR SELECTED DATA INSTANCES AND ALL INVESTIGATED METHODS
ED HV [10%] PFS s RNI
Instance Method Avg Sid Avg Sid Avg Sid Avg Sid Avg Sl
NSGA 0.19726 000504 | 0.86063 0.00426 | 49996 020 | 0.00062 0.00026 | 0.000050 0.000000
NTGA 018122 0.00705 | 084713 0.00662 | 928.16 29422 | 0.00154 0.00060 | 0.000093  0.000029
kroABI00 | sNTGA 024831 0.00999 | 0.88968 0.00091 | 281650 481.15 | 0.00041  0.00005 | 0.000282  0.000048
cNTGA 024838 000880 | 0.88959 0.00103 | 3062.04 45113 | 0.00037 0.00004 | 0.000306 0.000045
MOEA/NSM | 023644 000229 | 0.88974 0.00068 | 13446 380 | 000295 0.00020 | 0.000013  0.000000
NSGATI 0.15208 000200 | 0.86446 0.00318 | 49992 056 | 0.0003] 0.00014 | 0.000038  0.000000
NTGA 0.14295  0.00363 | 0.85400 000418 | 1178.50 31939 | 0.00147 0.00064 | 0.000091  0.000025
kroAB200 | sNTGA 024601 001243 | 091769 0.00078 | 289534 587.05 | 0.00031 0.00004 | 0.000223  0.000045
NTGA 023118 000960 | 091756 0.00072 | 2937.00 512.92 | 0.00026 0.00004 | 0.000226 0.000039
MOEA/NSM | 021721  0.00416 | 0.91778  0.00064 | 11892  9.13 | 0.00305 0.00020 | 0.000009  0.000001
NSGA-TT 022915 000593 | 0.83400 0.00560 | 50000 000 | 0.0006] _0.00027 | 0.000050 _0.000000
NTGA 021413  0.00879 | 082423 0.00551 | 76586 18723 | 0.00143  0.00050 | 0.000077 0.000019
cuclidAB100 | sNTGA 027353 000808 | 0.86446 0.00083 | 210408 376,61 | 0.00043 0.00005 | 0.000210 0.000038
cNTGA 027143 000706 | 0.86375 0.00101 | 2238.10 36125 | 0.00041  0.00005 | 0.000224  0.000036
MOEA/NSM | 025528  0.00254 | 0.86419 000058 | 12204 635 | 0.00264 000018 | 0.000012  0.000001
NSGATI 0.15484 000210 | 0.84077 0.00335 | 49992 034 | 0.0003] 0.00021 | 0.00003 0.000000
NTGA 020411 000287 | 081625 0.00215 | 28252 2000 | 0.00119 0.00039 | 0.000018  0.000001
cuclidAB300 | sNTGA 024592 0.00805 | 091417 0.00128 | 204448 344.46 | 0.00038  0.00006 | 0.000128  0.000022
NTGA 024155 000640 | 091322 0.00108 | 189190 281.66 | 0.00038 0.00008 | 0.000118  0.000018
MOEA/NSM | 025118 000426 | 0.91606 0.00065 | 7086 421 | 0.00345 0.00035 | 0.000004 0.000000
NSGA-IT 0.13579 0.00335 | 0.84135 0.00425 | 49362 2890 | 0.00026 0.00024 | 0.000022 0.000001
NTGA 020428 000272 | 079587 0.00221 | 31154 2054 | 0.00086 0.00026 | 0.000014  0.000001
cuclidAB500 | sNTGA 023147 001084 | 091348 0.00370 | 1236.66 104.87 | 0.00060 0.00013 | 0.000056 0.000005
cNTGA 024321 0.00796 | 0.91286 000244 | 1158.04 11949 | 0.00062 0.00015 | 0.000053  0.000005
MOEA/NSM | 025053  0.00432 | 0.92940 0.00052 | 7100  3.63 | 0.00385 000030 | 0.000003 0.000000
NSGATI 022927 000579 | 0.83732 0.00461 | 49984  IL.I2 | 0.00058 0.00021 | 0.000050 _0.000000
NTGA 022511  0.01555 | 0.82067 0.00487 | 81328 262.10 | 0.00142 0.00045 | 0.000081  0.000026
cuclidCD100 | sNTGA 027988  0.00796 | 0.86868 0.00082 | 216574 372.63 | 0.00045 0.00005 | 0.000217  0.000037
cNTGA 027551 000883 | 0.86785 0.00103 | 2308.40 347.60 | 0.00042  0.00006 | 0.000231  0.000035
MOEA/NSM | 025717 000210 | 0.86806 0.00089 | 12474 449 | 000275 0.00016 | 0.000012  0.000000
NSGATI 0.15006  0.00167 | 0.84324 0.00413 | 49986 0.75 | 0.00030 _0.00028 | 0.00003 _0.000000
NTGA 0.19801 000301 | 0.82061 0.00233 | 28048 1978 | 0.00102 0.00022 | 0.000018  0.000001
cuclidCD300 | sNTGA 023836 000792 | 091524 0.00101 | 2004.44 40202 | 0.00037 0.00006 | 0.000125 0.000025
NTGA 023630 000604 | 091420  0.00094 | 182068 276.83 | 0.00039 0.00007 | 0.000114  0.000017
MOEA/NSM | 024571  0.00345 | 0.91729 0.00054 | 7190 603 | 0.00347 000036 | 0.000004 0.000000
NSGATL 0.13560  0.00204 | 0.84205 0.00330 | 498.18  7.65 | 0.00023 0.00028 | 0.000023 _0.000000
NTGA 020330 000282 | 079741 0.00236 | 31960 2418 | 0.00078 0.00025 | 0.000015 0.000001
euclidCD500 | sNTGA 023244 000873 | 091342  0.00319 | 125272 117.90 | 0.00059 0.00012 | 0.000057 0.000005
cNTGA 024222 000694 | 091302 0.00246 | 116488 10537 | 0.00057 0.00007 | 0.000053  0.000005
MOEA/NSM | 024620  0.00383 | 0.92956 0.00031 | 7140 185 | 0.00405 000041 | 0.000003  0.000000
NSGATT 021616 000468 | 0.84541 0.00425 | 49994 031 [ 0.0005] 0.00012 | 0.000050 _0.000000
NTGA 020595 0.01472 | 083550 0.00686 | 907.94 27657 | 0.00118 0.00033 | 0.000091  0.000028
cuclidBF100 | sNTGA 025322 0.00778 | 0.87290 0.00084 | 225202 35698 | 0.00043 0.00005 | 0.000225  0.000036
NTGA 024937 000871 | 0.87260 0.00100 | 2380.86 39359 | 0.00042 0.00005 | 0.000238  0.000039
MOEA/NSM | 0.24236  0.00249 | 0.87311 0.00065 | 12438  5.19 | 0.00258 0.00018 | 0.000012  0.000001
NSGA-IT 0.15452  0.00225 | 0.83933 0.00347 | 49904 024 | 0.00030 0.00018 | 0.000031 0.000000
NTGA 020415 000259 | 0.81662 0.00218 | 28242 2009 | 000110 0.00025 | 0.000018  0.000001
cuclidBF300 | sNTGA 024362 000937 | 091296 0.00091 | 211134 46254 | 0.00037 0.00006 | 0.000132  0.000029
cNTGA 023730 0.00765 | 0.91214 0.00080 | 1831.44 28077 | 0.00038 0.00006 | 0.000114  0.000018
MOEA/NSM | 024726  0.00395 | 0.91467 0.00059 | 70.00 414 | 0.00327 000032 | 0.000004 0.000000
NSGATI 0.13630  0.00316 | 0.84003 0.00374 | 49420 2196 | 0.00024 0.00025 | 0.000022 _0.000001
NTGA 020351 000259 | 079635 0.00238 | 31898 2026 | 0.00083 0.00029 | 0.000014  0.000001
cuclidEF500 | sNTGA 023069 0.00885 | 0.91223 0.00321 | 1207.88 112.44 | 0.00056 0.00012 | 0.000055 0.000005
NTGA 024066 000608 | 091137 0.00223 | 111408 10015 | 0.00057 0.00007 | 0.000051  0.000005
MOEA/NSM | 024131 000376 | 0.92867 0.00050 | 7020 289 | 0.00368 0.00040 | 0.000003  0.000000
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TABLE IV
AVERAGED VALUES OF PURITY FOR SELECTED INVESTIGATED METHODS
sNTGA cNTGA sNTGA MOEA/NSM cNTGA MOEA/NSM
Vs vs Vs vs Vs Vs

cNTGA sNTGA MOEA/NSM sNTGA MOEA/NSM cNTGA
Instance Avg Std Avg Std Avg Std Avg Std Avg Std Avg Std
euclidAB100 || 0.397 0.187 | 0.652 0.187 || 0450 0.173 | 0.687 0.166 || 0.571 0.141 | 0.595 0.152
euclidAB300 (| 0.275 0.181 | 0.656 0.210 || 0.216 0.076 | 0.728 0.066 || 0.294 0.102 | 0.714 0.082
euclidAB500 || 0.391 0.363 | 0.607 0.356 || 0.716 0.216 | 0.369 0.210 || 0.854 0.140 | 0.240 0.138
euclidCD100 || 0.384 0.204 | 0.642 0.202 || 0431 0.156 | 0.694 0.141 || 0.534 0.187 | 0.616 0.163
euclidCD300 || 0.243  0.152 | 0.695 0.180 || 0.201  0.068 | 0.748 0.064 || 0.305 0.094 | 0.714 0.075
euclidCD500 || 0462 0.327 | 0.540 0.322 || 0.750 0.187 | 0336 0.172 || 0.863 0.124 | 0.233  0.130
euclidEF100 0420 0216 | 0.623 0.195 || 0.485 0.183 | 0.647 0.147 || 0.563 0.187 | 0.584 0.161
euclidEF300 0239  0.196 | 0.684 0.231 0.187  0.052 | 0.751  0.059 || 0.293 0.083 | 0.720 0.076
euclidEF