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EAR Reader, it is our pleasure to present to you Com-
munication Papers of the 2019 Federated Conference

on Computer Science and Information Systems (FedCSIS),
which took place in Leipzig,  Germany, on September 1-4,
2019.

D

The communication papers were introduced in 2017 as
a separate category of contributions. They report on re-
search topics worthy of immediate communication. They
may be used to mark a hot new research territory or to de-
scribe work in progress in order to quickly present it to
scientific  community. They may also contain additional
information  omitted  from  the  earlier  papers  or  may
present software tools and products in a research state.

FedCSIS 2019 was Chaired by prof.  Bogdan Franczyk,
while prof. Rainer Unland acted as the Chair of the Organiz-
ing Committee.  This year,  FedCSIS was organized by the
Polish Information Processing Society  (Mazovia Chapter),
IEEE Poland  Section  Computer  Society  Chapter,  Systems
Research  Institute  Polish  Academy  of  Sciences,  Warsaw
University of Technology, Wrocław University of Econom-
ics, and Leipzig University, Germany.

FedCSIS  2019  was  technically  co-sponsored  by:  IEEE
Region  8,  IEEE  Poland  Section,  IEEE Computer  Society
Technical  Committee  on  Intelligent  Informatics,  IEEE
Czechoslovakia  Section  Computer  Society  Chapter,  IEEE
Poland  Section  Gdańsk  Computer  Society  Chapter,  IEEE
Poland  Section  Systems,  Man,  and  Cybernetics  Society
Chapter,  IEEE  Poland  Section  Control  System  Society
Chapter,  IEEE  Poland  Section  Computational  Intelligence
Society  Chapter,  Committee of  Computer  Science  of  the
Polish Academy of Sciences,  Polish Operational  and Sys-
tems  Research  Society,  Mazovia  Cluster  ICT Poland  and
Eastern Cluster ICT Poland. FedCSIS 2019 was sponsored
by Intel.

During FedCSIS 2019, keynote lectures were delivered by:
• Enrique Alba, University of Málaga, Spain, “Intelligent 

Systems for Smart Cities”
• Francisco Herrera, Dept. Computer Sciences and Arti-

ficial  Intelligence  Andalusian  Research  Institute  in
Data Science and Computational Intelligence (DaSCI)
University  of  Granada,  “Deep Data and Big Learn-
ing: More quality data for better knowledge”

• George Spanoudakis, Research Centre for Adaptive 
Computing Systems (CeNACS), School of 
Mathematics, Computer Science and Engineering, 
City, University of London, “Cyber security risks: 
Comprehensive mitigation through technical, 
contractual and financial mitigation mechanisms”

FedCSIS  2019 consisted  of  five  Tracks  and  a  doctoral
symposium.  Tracks  were  divided  into  Technical  Sessions.
Sessions were preannounced in Call for Papers as track-re-
lated events (conferences, symposia, workshops, special ses-
sions).
• Track 1: Artificial Intelligence and Applications

∘ Advances in Artificial Intelligence and Applications 
(14th Symposium AAIA'19)

∘ Computational Optimization 
(12th Workshop WCO'19)

∘ Smart Energy Networks & Multi-Agent Systems 
(7th Workshop SEN-MAS'19)

• Track 2: Computer Science & Systems
∘ Computer Aspects of Numerical Algorithms 

(12th Workshop CANA'19)

∘ Cryptography and Security Systems 
(6th Conference C&SS'19)

∘ Language Technologies and Applications 
(4th Workshop LTA'19)

∘ Multimedia Applications and Processing 
(12th Symposium MMAP'19)

∘ Advances in Programming Languages (7th Workshop 
WAPL'19)

∘ Scalable Computing (10th Workshop WSC'19)
• Track 3:  Network Systems and Applications

∘ Advances in Network Systems and Applications 
(ANSA)

∘ Internet of Things - Enablers, Challenges and 
Applications (3rd Workshop IoT-ECAW'19)

• Track 4: Information Systems and Technology
∘ Advanced Information Technologies for Management 

(16th Conference AITM'19)
∘ Data Science in Health (1st Special Session DSH'19)
∘ Data Analysis and Computation for Digital Ecosystems

(1st Workshop InC2Eco'19)
∘ Information Systems Management 

(14th Conference ISM'19)
∘ Knowledge Acquisition and Management 

(25th Conference KAM'19)
•  Track 5: Software and System Engineering

∘ Advances in Software and System Engineering 
(ASSE)

∘ Cyber-Physical Systems (6th Workshop IWCPS-6)
∘ Lean and Agile Software Development 

(3rd International Conference LASD'19)
∘ Multimedia, Interaction, Design and Innovation 

(7th Conference MIDI'19)
∘ Software Engineering (39th IEEE Workshop SEW-39)
Each paper, found in this volume, was refereed by at least

two referees.
The program of FedCSIS required a dedicated effort  of

many people. Each event constituting FedCSIS had its own
Organizing and Program Committee. We would like to ex-
press our warmest gratitude to all Committee members for
their hard work in attracting and later refereeing 298 regular
submissions.

We thank the authors of papers for their great contribution
to research and practice in computing and information sys-
tems. We thank the invited speakers for sharing their knowl-
edge and wisdom with the participants. Finally, we thank all
those responsible for staging the conference in Leipzig. Or-
ganizing a conference of this scope and level could only be
achieved by the collaborative effort of a highly capable team
taking charge of such matters as conference registration sys-
tem, finances, the venue, social events, catering, handling all
sorts of individual requests from the authors, preparing the
conference rooms, etc.

We hope you had an inspiring conference and an unforget-
table stay in the beautiful city of Leipzig. We also hope to
meet you again for FedCSIS 2020 in Sofia, Bułgaria.
Co-Chairs of the FedCSIS Conference Series
Maria Ganzha, Warsaw University of Technology, Poland 
and Systems Research Institute Polish Academy of Sciences, 
Warsaw, Poland
Leszek Maciaszek, Wrocław University of Economics, Wroc-
ław, Poland and Macquarie University, Sydney, Australia
Marcin Paprzycki, Systems Research Institute Polish 
Academy of Sciences, Warsaw Poland and Management 
Academy, Warsaw, Poland
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• Ślęzak, Dominik, University of Warsaw, Poland

TRACK PROGRAM COMMITTEE

• Derksen, Christian, SEN-MAS’19
• Lasek, Piotr, AIMA’19
• Loukanova, Roussanka, AIRLangComp’19
• Markowska-Kaczmar, Urszula, AAIA’19
• Mozgovoy, Maxim, ASIR’19
• Zaharie, Daniela, WCO’19

PROGRAM COMMITTEE

• AbdelRaouf, Ashraf, Misr International University,
Egypt

• Abiyev, Rahib, Near East University, Turkey
• Al-Mardini, Mamoun, University of Florida, United

States
• Alirezaie, Javad
• Antonelli, Michela
• Baron, Grzegorz
• Bartkowiak, Anna, Wrocław University, Poland
• Bembenik, Robert
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Abstract—Students’ dropout is certainly one of the major
problems that afflict educational institutions, the losses caused
by the student’s abandonment are social, academic and economic
waste. The quest for its causes has been subject of work and
educational research around the world. Several organizations
seek strategic decisions to control the dropout rate. This work’s
goal is to evaluate the effectiveness of the most used data
mining algorithms in the education area. An "in vivo" controlled
experiment was planned and performed to compare the efficacy
selected classifiers. The Random Forest and SVM algorithms have
stood out in this context, having, statistically similar accuracy
(80.36%, 81.18%), precision (80.79%, 80.25%), recall (76.50%,
77.51%) and f-measure (78.86%, 78.81%) averages. The results
showed evidence of significant differences between the algorithms,
and also showed that, although the SVM had the best metric
of accuracy and recall, it results were statistically similar with
Random Forest results.

I. INTRODUCTION

According to the 2015 Higher Education Census in Brazil,
11% of the students entering the undergraduate program in
2010 dropped out in the first year. By 2014, almost half (49%)
of students had left the courses they had opted for in 2010
[8]. Thus, dropout is certainly one of the major problems that
afflict educational institutions in general. The search for its
causes has been the object of many studies and educational
researches [32] [22] [21][14].

Several brazilian governmental organizations such as the
REUNI Program - Reestruturação e Expansão das Univer-
sidades Federais (Restructuring and Expansion of Federal
Universities) - and the TAM - Termo de Acordo de Metas
e Compromissos (Goals and Commitments Agreement Term)
- seek for strategic decisions that try to control the dropout
rate [32]. The losses caused by the student’s abandonment are
social, academic and economic waste. In the public sector,
resources are invested without due return, in parallel, in
the private sector, evasion rates represent a significant loss
of revenue. Consequently, there is the need to increase the
understanding of the problem and its causes, by adopting more
effective measures to identify and understand the main factors
that can contribute to student failure.

A very promising information gatthering alternative is the
use of "knowledge discovery in databases" and the use of "data

mining techniques in education", also called Educational Data
Mining (EDM) [22].

EDM is defined by "The Educational Data Mining" com-
munity website1 as an emerging discipline, concerned with the
development of methods to explore the unique types of data
that come from educational environment and use those meth-
ods to better understand the students and the characteristics of
their learning.

Similarly, it is possible to mine data from students in
order to identify relationships among the various factors that
lead them to abandon the course. However, predicting school
dropout is a multifactorial problem that includes several vari-
ables such as family, social, economic, and personal factors
[27].

This work’s goal is to evaluate the effectiveness of the most
used data mining algorithms in the educational area for the
prediction of students on the verge of academic dropout in the
context of a public higher education institution. The results
show evidence that the Random Forest and SVM algorithms
have stood out in this context, having, statistically similar ac-
curacy (80.36%, 81.18%), precision (80.79%, 80.25%), recall
(76.50%, 77.51%) and f-measure (78.86%, 78.81%) averages.

This paper is organized as follows. Section II presents
the related works. Section III presents the methodology used
in this research. Section IV presents the required theoretical
concepts to understand the research. Section V presents exper-
iment definition and planning, followed by the presentation of
its operation in Section VI. Section VII presents the results,
and final considerations can be found in Section VIII.

II. RELATED WORKS

Recently, a reasonable number of researches have been
conducted to apply data mining techniques in the education
area, in order to classify and predict student performance in
various education institutes [10] [22] [21] [17] [20]. The use of
such techniques in education is promising due to the ammount
of oportunities in this area [1].

1www.educationaldatamining.org
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Iam-on and Boongoen [14] present as a study case the
Mae Fah Luang University, in Thailand, by using EDM
models and proposing a new data transformation approach to
improve the accuracy of conventional classifiers aiming at the
disseminating of interesting patterns with a higher accuracy.
Their works contributed to predict students’ performance and
possible dropouts, based on their pre-university characteristics,
admission details, and initial academic performance at the
university. The limitation to their model is the complexity and
the required time, so it may not work well with larger datasets.

Dekker et al. [10] were able to identify, in the first school
year, the students who presented the highest risk of dropout.
The study considered several students’ data and obtained ac-
curacy between 75% and 80% using a tree decision classifier.

Márquez-Vera et al. [22] propose the application of data
mining techniques to predict school failure and dropout in a
case study with data from 670 high school students in Zacate-
cas, Mexico. The acuracies obtained ranged from 75% to 98%,
considering ten classifiers. In this study, students’ scores were
used with greater emphasis, in relation to other attributes. The
authors conclude that classification algorithms can be used
successfully in order to predict students’ development. It is
worth noting that despite having a high accuracy in some trials,
the context applied is different from the one proposed in this
work.

Some EDM studies in the scope of the Brazilian school
dropout are highlighted, and we will discuss them in the next
paragraphs.

Manhães et al. [21] compared 6 classifying algorithms and
found problems with students who can not complete their
undergraduate courses. The data sample is composed of 7304
students from higher education course at UFRJ - Universidade
Federal do Rio de Janeiro. The data are classified into three
classes: students who completed the course obtaining the
diploma, students who could not complete the course, and
students who had active enrollment after the average deadline
for the conclusion of the undergraduate course at the federal
institution. The study obtained an accuracy precision of around
80%.

Pascal et al. [17] addresses the dropout rate in a graduation
course in a public higher education institution, considering
only the Business Management and Zootechny courses. The
research uses several machine-learning methods for prediction,
and its tests have reached an accuracy higher than 70 % in
students dropout prediction.

Machado et al. [20] presented in the article "Bibliometric
study in data mining and school dropout", a bibliometric
survey of articles published between 2005 and March 2015
that address data mining and school dropout issues. The survey
was conducted by using the Scopus, Web Of Science, Science
Direct and Scielo databases.

The search had as result 16 articles from Scopus database,
6 from Web of Science, 3 from Sience Direct and none from
Scielo databases. Therefore, 24 scientific articles were part of
this study scope.

Machado et al. [20] also listed nine data mining methods
found in their research, among them Decision Trees, Neural
Network, Rule Induction and Support Vector Machine.

In Table I, it is possible to observe a list with the previ-
ously cited related works, their classifiers and the obtained
accuracies. It is important to note that the papers use different
databases for their studies, making it impossible to compare
the results directly. However, some of these studies have also
used data from a public higher education institution, and along
with our article, may help in a secondary general analysis.

It is worth mentioning that there were no studies that
performed a comparative analysis of algorithms applied to the
school dropout context considering an experimental approach
with statistical validation of the significance of data, as pro-
posed in this paper. A robust knowledge base can only be
generated with the replications of real controlled experiments
that statistically validates their work, which can serve as input
for real data meta-analyzes.

III. METHODOLOGY

The methodology used in this work, in terms of classifica-
tion, consists of an exploratory research [29], as a literature
review was conducted with systematic approaches, in which
the attributes used to generate the files used by the mining
tool were defined. The selection of attributes was performed
after analysis of the related works, like work [22], as well as
by considering the attributes available in the database.

In addition, we used the attribute selection algorithm Ran-
dom Forest, which evaluates the predictive value of each
attribute individually, generating a ranking in which those
attributes that have more relation with the class and less
correlation with the other attributes receive higher scores [31].

After defining the attributes, mining models were generated,
in order to make a comparison between the used algorithms.
The main classifiers found in the EDM works [25][22] are:
Decision Tree [5], Naive Bayes [28], Nearest Neighbor (KNN)
[6], Neural Networks (MLP) [24], Support Vector Machines
(SVM) [7] and Ensemble Methods (Random Forest)[4]. Ac-
cording to Xindong et al. [34] these algorithms are among the
most used ones in data mining.

Finally, to achieve this research main goal and subsequent
data collection, a controlled "in vivo" experiment was pro-
posed and carried out, which involved the database of a public
higher education institution. According to Wohlin et al.[33],
experimentation is not a simple task, as it involves preparing,
conducting and analyzing data correctly. The authors highlight
the control of subjects, objects and instrumentation as one of
the main advantages of the experimentation, which makes it
possible to draw more general conclusions on the investigated
subject.

Other advantages include the ability to perform statistical
analyzes by using hypothesis testing methods and opportuni-
ties for replication. Juristo et al. [16] also state that scientific
research can not be based on commercial opinions or interests.
Scientific investigations are represented by studies based on
observation and/or experimentation with the real world and
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TABLE I
LIST OF THE MAIN RELATED WORKS, CLASSIFIERS USED AND ACCURACIES

Author Classifiers Accuracies
[10] OneR, CART, Decision Tree, Naive Bayes, Net Logit, JRip, Random Forest 75% to 80%
[22] JRip, NNge, OneR, Prism, Ridor, Decision Tree, SimpleCart, ADTree, RandomTree, REPTree 75% to 99%
[21] Decision Tree, Support Vector machine (SVM), AdaBoost, Naïve Bayes, SimpleCart, MLP Average = 80%
[17] Decision Tree, KNN, CART, Naive Bayes, MLP Average = 74%

their measurable behaviors, as in this research. These aspects
should also be taken into account in the construction and
evaluation of algorithms and software.

In the execution of the experiment, with the definition of the
algorithms and attributes, the Python language and its libraries
were used, with this, knowledge models were generated in
order to perform algorithm tests and compare the effectiveness.
In this context, this work was also classified as laboratory and
experimental, due to the planning and execution of a controlled
experiment.

To assist the calculations and to verify if there were sig-
nificant differences in the algorithms efficiency, the Statistical
Package for Social Science - SPSS [15] tool was used for data
analysis, applying basic and advanced statistical techniques.
The SPSS is a statistical software used internationally for
many decades, since its versions for large computers [23].

In summary, the experiment can be divided into four main
stages: planning with a selection of attributes; data cleaning
operation, dataset generation and data collection; comparison
of algorithms; and finally the results analysis. The experiment
in question is detailed in Sections V and VI.

IV. CONCEPTUAL BASE

In this section, some concepts that are necessary for the
understanding of this work are presented.

A. Data Classification

Classification is the process of associating specific objects
(instances) into a set of categories (classes or concepts), based
on their object properties. Classification is a procedure where
individual items are placed in groups based on information
derived from characteristics inherent in the items and based
on a training set previously labeled [11]. The algorithms used
in this research are cited in Section III.

B. Matrix of Confusion

Among the various ways of evaluating a classifier’s pre-
dictive ability to determine the class of multiple records, the
confusion matrix is the simplest of these forms [12].

For n classes, the confusion matrix is a dimension table
n×n. For each possible classification, there is a corresponding
row and column, it means, the values of the classifications
will be distributed in the matrix according to the results, thus
generating the confusion matrix for the prepared classifications
[3]. The rows correspond to the correct classifications, and
the columns represent the classifications performed by the
classifier [13] .

When there are only two classes, one is considered positive
(in the context of this work, "Evaded") and the other as
negative [13]. Thus, we can have four possible outcomes:

• True Positive (TP): a positive class instance is correctly
classified as positive;

• Negative (FN): a positive class instance is incorrectly
classified as negative;

• True Negative (TN): a negative class instance can be
correctly denoted as negative;

• Positive (FP): a negative class instance is incorrectly
classified as positive.

C. Quality Metrics

In this work, the accuracy, recall, precision and F-measure
metrics were used.

1) Accuracy: It is the percentage of instances sorted cor-
rectly.

accuracy =
TP + TN

TP + TN + FP + FN
(1)

2) Recall: It is the percentage of instances that were
correctly classified as positive.

recall =
TP

TP + FN
(2)

3) Precision: It is the percentage of instances rated positive
that are really positive.

precision =
TP

TP + FP
(3)

4) F-Measure : Also known as harmonic measure, because
it combines precision and recall, evenly weighting.

F −measure =
2.precision.recall

precise+ recall
(4)

V. EXPERIMENT PLANNING

In this and the next two sections, this work is presented as
an experimental process. It follows the [33] guidelines. This
section will focus on goal setting and experiment planning.
Figure 1 illustrates the steps of the work, this section will
focus on step 1, that is, goal setting and experiment planning.
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Fig. 1. Stages of the work.

A. Goal Setting
The goal of this study is to evaluate the main classifiers

found in EDM, identifying the best algorithm in terms of
effectiveness, focusing on school dropout, within a higher
education institution. The major models will be used to form a
predictive metamodel that will help with dropout management.

The experiment will target undergraduate students from
a higher education institution. The goal was formalized by
using the GQM model proposed by [3]: Analyze, through a
controlled experiment, the main algorithms of data mining
applied to the context of education, with focus on school
dropout, for the purpose of confirming and/or identifying the
best algorithm in terms of efficacy, with respect to accuracy,
recall, precision and f-measure, from the point of view of
researchers and data analytics professionals, in the context
of data on the dropout rate of a public institution of higher
education.

1) Context Selection: The experiment was "in vivo" and
considered the data of students of all undergraduate courses,
from a public higher education institution, with admittance
between 2003, year in which the first undergraduate courses
began, and 2017. The year/period of the institution during the
period of preparation of this article was 2018/1, which, for
this reason, was not part of this study. Data selection took
into account personal, academic, and social attributes.

2) Hypothesis Formulation: To guide the study, the follow-
ing research question was elaborated, whose answer aims to
fulfill the objective of the work. In the context of the School
Dropout Rates in a higher education institution, among the
algorithms selected in the EDM area, which is the best in
terms of Efficacy?

To evaluate this question, we used four metrics: Accuracy
(1), Recall (2), Precision (3) and F-Measure (4). Thus, with
the objectives and metrics defined, the following hypothesis
will be considered (for each metric):

• H0: The algorithms(1,2..n) have the same averages for the
metric.
µ1(metric) = µ2 (metric) ... = µ n (metric);

• H1: The algorithms(1,2..n) have different averages for the
metric.
µ1 (metric) 6= µ2 (metric) ... 6= µ n (metric);

3) Selecting Participants: All undergraduate students of
a higher education institution in all the complete academic

periods were considered. This selected institution is public
and has several courses of different levels. The database
analyzed was the SIGAA - Sistema Integrado de Gestão
de Atividades Acadêmicas (Integrated Academic Activities
Management System), which stores the entire academic life of
the institution’s students. The institution provided the database
for the experiment in question.

4) Independent variables: For the classification task, we
considered 17 attributes, from the base described in subsection
V-A3, which are presented in the Table II. The used algorithms
are: Decision Tree, Naive Bayes, k-Nearest Neighbor (KNN),
Neural Networks (MLP), Support Vector Machine (SVM)
and Ensemble Methods (Random Forest), with the parameters
presented in the Table III.

TABLE II
ATTRIBUTES CONSIDERED FOR ANALYSIS

Attribute Description
sexo Student gender
idade Student age at the beginning of the course
inst_seg_grau High school institution type
raca Student Ethnicity
est_civil Marital status
qtd_tranc Number of stopouts in the course
reab_matricula Indicates whether the student has re-

enrolled in the course
qtd_ap_med_p Average number of courses approved per

period
qtd_ap_1p Number of courses approved in the first

period
qtd_rep_med_p Average number of failed subjects per pe-

riod
qtd_rep_1p Number of failed subjects in the first period
qtd_per_cur Number of periods attended by the student
cra Academic performance coefficient
perc_aprov Percentage of subjects approved by the stu-

dent
media_geral Overall grade of the student in the course
media_Faltas Average student absences in the course
cotista Indicates whether the student entered the

course by quota system

5) Dependent Variables: Accuracy (1), Recall (2), Preci-
sion (3) and F-Measure (4).

6) Experiment Design: After the preprocessing, which con-
sisted in the removal of records that were very different from
the average, 6672 instances were selected, which represent
all undergraduate students of the institution, within the period
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TABLE III
USED PARAMETERS BY ALGORITHM.

Algorithm KNN Random Forest Naive Bayes SVM Decision Tree MLP
n_neighbors 25 - - - - -
random_state - 0 - - 0 -

criterion - entropy - - - gini -
n_estimators - 75 - - - - -
max_depth - 10 - - - None -

n_jobs - -1 - - - - -
max_features - 0.3 - - - None -

bootstrap - - - - - -
C - - - 0.001 - -

cache_size - - - 200 - -
class_weight - - - None None -

max_iter - - - -1 - 200
probability - - - False - -

random_state - - - None - 1
shrinking - - - True - -

tol - - - 0.001 - 0.0001
verbose - - - False - False
coef0 - - - 0.0 - -

decision_function_shape - - - ovr - -
degree - - - 3 - -
gamma - - - 1 - -
kernel - - - poly - -

max_leaf_nodes - - - - None -
min_impurity_decrease - - - - 0.0 -

min_impurity_split - - - - None -
min_samples_leaf - - - - 1 -
min_samples_split - - - - 39 -

min_weight_fraction_leaf - - - - 0.0 -
presort - - - - False -
splitter - - - - best -

activation - - - - - logistic
alpha - - 1 - - 1e-05

batch_size - - - - - auto
beta_1 - - - - - 0.9
beta_2 - - - - - 0.999

early_stopping - - - - - False
epsilon - - - - - 1e-08

hidden_layer_sizes - - - - - (3, 2)
learning_rate - - - - - constant

learning_rate_init - - - - - 0.002
momentum - - - - - 0.9

shuffle - - - - - True
solver - - - - - adam

previously mentioned. Of the selected data, 3212 (48.1%)
represents dropped out students and 3460 (51.9%) represent
active students.

One of the metrics used in this work was the accuracy,
which requires the balancing of class data. Since our base
is already balanced [19], it was not necessary to plan the
adoption of a balancing method.

The 10-fold Cross-validation approach was used, where the
data are divided into 10 parts, maintaining their proportions.
Thus, 10 tests are performed, in which part of the data is
separated to be tested later and the others are used to be
trained.

7) Instrumentation: For the data mining process, the
Python language and its libraries was used, which has several
machine learning algorithms that can be used to extract
relevant information from a database. According to the 16th
analysis software usage and data mining annuary [26], Python

was considered the most used programming language by Data
Mining and Big Data professional community.

Python has many reasons for attracting interest as a lan-
guage for data analysis: it is open-source and free of cost, it
has a varied set of libraries to work with several areas allowing
performance comparison between the algorithms and present-
ing several resources for data analysis. In addition it offers
a simple and objective syntax that allows the programmer to
focus on the problem to be solved without worrying so much
about details of implementations.

The data used for the analysis comes from SIGAA, which
has the PostgreSQL as SGBD. An ETL (Extract, Transform
and Load) was created to extrac, clean and load the data in a
specific Data Warehouse, which is the basis for generation of
knowledge models, taking into account the variables detailed
in subsection V-A4.
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VI. EXPERIMENT OPERATION

A. Preparation

It consisted of implementing the ETL implemented to
load the Data Warehouse. The data were submitted to pre-
processing, in which records with different values of the
average (outlies) were removed. In this step, it was also done
the transformation of some attributes, in which the "One Hot"
approach was applied, consisting of representing a categorical
variable of binary form. This process is represented in steps
2 and 3 of Figure 1.

B. Execution

It consisted in performing the classifying process in the
data of the students, planned in section V-A6, for each
selected mining algorithm, by using the dictionary discussed
in subsection V-A4. Step 4 of Figure 1.

C. Data Validation

Four types of statistical tests, Shapiro-Wilk Test, Levene
Test, Anova Test and Tukey Test were used as an aid to
analysis, interpretation and validation - step 5 of Figure 1.

The Anova Test was used because it was necessary to
compare more than two groups of values. Since this test
has the assumptions that the distribution must be Normal
and that there is homoscedasticity between the treatments
(homogeneous variances) [9], the Shapiro-Wilk [30] Test was
used for the Normality test and Levene’s test [18] for the
homoscedasticity test.

The Anova Test shows that at least one algorithm differs
from the others, but it is not possible to say which one is more
dissimilar. For this, the Tukey test was used, which according
to Angels [2], allows to test any contrast, always, between
two averages of treatments, being possible to verify which are
statistically the same or different.

All statistical tests were done using the SPSS Tool - IBM
[15].

VII. RESULTS

After the execution of the algorithms using the 10-cross-
validation approach, the results of the classifications were
obtained. In Table IV and in Figure 2, the averages obtained
by each algorithm with all the attributes are presented.

TABLE IV
COMPARATIVE OF THE METRICS OF THE ALGORITHMS WITH ALL

ATTRIBUTES.

Algorithms Accuracy Precision Recall F Measure
Knn 77,52% 77,56 77,51% 77,46%

Random Forest 80,63% 80,28% 80,33% 80,3%
Naive Bayes 77,13% 76,84% 77,45% 76,9%

SVM 81,01% 77,88% 78,02% 77,91%
Decision tree 77,62% 77,44% 77,7% 77,49%

MLP 79,15% 79,3% 79,25% 79,25%

By using the Random Forest algorithm for attribute selec-
tion, it is possible to notice that some have more relevance and
others could be eliminated without influencing the results. The

Fig. 2. Comparative chart of the metrics of the algorithms with all attributes.

4 attributes of greatest relevance had the following order, start-
ing from the most relevant: "idade", "sexo", "qtd_ap1p" and
"media_geral". The attributes that presented lower relevance
were "qtd_rep_med_p" (average number of failed subjects
per period), "qtd_per_cur" (percentage of finished courses)
and "qtd_ap_med_p" (average number of courses approved
perperiod).

This shows, for example, that the students’ age and gender
has influence on the problem and could be related with the
responsabilities each of them have besides the studies. It also
brings an alert for further analysis of the social areas of
the institution, considering the gender and age group in the
basic education that are being most affected. In addition, it
is evident that the student’s performance in the first period is
quite relevant.

After selecting the attributes less relevant, the algorithms
were executed again. The averages of each algorithm are
presented in Table V and in Figure 3 below.

TABLE V
COMPARATIVE OF THE METRICS OF THE ALGORITHMS WITH THE

SELECTED ATTRIBUTES.

Algorithms Accuracy Precision Recall F-Measure
Knn 78,01 79,09 70,83 74,69

Random Forest 80,36 80,79 76,50 78,86
Naive Bayes 76,8 79,00 67,59 72,81

SVM 81,18 80,25 77,51 78,81
Decision tree 78,06 76,51 75,15 75,79

MLP 79,43 77,34 76,92 77,06

These results were used to respond the research question.
The algorithms obtained distinct average accuracies and the
SVM algorithm obtained the highest ones, followed by Ran-
dom Forest, which achieved very simmilar averages and close
to SVM’s. However, it is not possible to make such assump-
tions without conclusive statistic evidence. For that reason, the
Anova Test was applied to validate the hypotheses. At first,
for having the assumptions of normality and homoscedasticity,
the Shapiro-Wilk Test was carried out, followed by the Levene
Test.
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Fig. 3. Comparative chart of the metrics of the algorithms with the selected
attributes.

A 0.05 significance level to the experiment was defined
. When applying the Shapiro-Wilk Test for the normality
analysis of the distribution of the data the p-values from
Table VI were obtained. In which values above the level of
significance were observed, leading to the conclusion that the
distributions are normal.

TABLE VI
THE SHAPIRO-WILK TEST RESULTS FOR DATA NORMALITY ANALYSIS.

Algorithms Accuracy Precision Recall F-Measure
Knn 0,167 0,736 0,600 0,338

Random Forest 0,706 0,633 0,018 0,837
Naive Bayes 0,089 0,807 0,566 0,051

SVM 0,637 0,560 0,306 0,579
Decision tree 0,735 0,980 0,482 0,698

MLP 0,592 0,870 0,453 0,289

Then, the Levene Test was performed, obtaining the results
presented in Table VII, that is, higher than the significance
level adopted, validating the variances homogeneity assump-
tion.

Once the assumptions were met, it was possible to apply the
Anova test, in which p-values were significantly lower than the
level of significance adopted, as can be seen in the table VII.
In this way, the evidence of difference between the averages
was confirmed, that is, the hypothesis (H0) that the algorithms
have the same accuracy was rejected within the context of the
experiment.

TABLE VII
P-VALUES OF THE LEVENE AND ANOVA TESTS.

Metrics Levene Anova
Accuracy 0,807 4, 10−6

Precision 0,795 3, 02−6

Recall 0,978 4, 29−13

F-Measure 0,469 4, 01−9

The Anova Test evidence that at least one algorithm differs
from the others, but it is not possible to affirm wich one. For
this, the Tukey Test was used, because it allows to test any
contrast between two averages treatment, making it possible

to verify which are statistically different or equal, accordingly
to [2].

Figure 4, following, presents the average accuracies grouped
algorithms, forming four homogeneous groups. By analyz-
ing the figure we, can see that th highest average belongs
to the SVM algorithm (81.18%). However, considering the
significance level of 5% it is possible to say that SVM and
Random Forest obtained the same average accuracy. Naive
Bayes achieved the lowest average (76.50%).

Fig. 4. Values obtained by the Tukey’s Test on Accuracy.

Similarly, the Figure 5 shows the result of the Tukey test
of the F-Measure. To avoid repetition, the Tukey’s test of
precision and recall will be omitted in this work, since the F-
Measure makes the combination of these metrics. The results
show that the Random Forest, SVM and MLP algorithms
presented similar averages for the F-Measure, being 78.86%,
78.81% and 75.99%, respectively. Naive Bayes had the lowest
average with 72.81%.

Fig. 5. Values obtained by the Tukey Test’s on F-Measure.

A. Threats to Validity

Although the results of the experiment were satisfactory, it
presents threats to its validity that should be commented on.

Threats to internal validity: The current academic system
has been present in the Institution since 2017, which inher-
ited the basis of the academic system legacy, with several
inconsistent information, mainly until the middle of 2007. This
threat was mitigated with the accomplishment of the cleaning
process that decreased the likelihood of using incorrect older
information.
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Threats to construction validity: In the experiment of this
article, the institution did not possess any very relevant infor-
mation regarding dropout, like, for example, socioeconomic
data of the students and their relatives. The inclusion of this
information can influence the performance of the algorithms,
increasing their efficiency. To mitigate this threat and increase
the Decision Support System yet to be developed, we will
suggest that this information be gathered by the institution
and taken into account in future work.

VIII. FINAL CONSIDERATIONS

The main contribution of this work was to evaluate six
major algorithms most commonly used in the context of EDM
in terms of Accuracy, Precision, Recall and F-Measure for
identify identifying the factors that influence school dropout.

The work was consolidated with the conduction of a con-
trolled experiment in which the results showed that there
are significant differences between the algorithms used, and
that the algorithms Random Forest and SVM have stood
out in this context, possessing, statistically, similar Accu-
racy (80.36%, 81.18%), Precision (80.79%, 80.25%), Recall
(76.50%, 77.51%) and F-measure (78.86%, 78.81%) averages.
The results shows evidence of significant differences between
the algorithms, and that although the Random Forest and the
SVM has the best metrics evaluated, its results are statistically
similar with MLP results.

Besides that, the published works on the subject have some
scientific gaps if we consider that there was no rigorous
validation of the results, allowing a more assertive combination
of experimental evidence. In this context, this paper validates
its results and confirms some previous evidence found in the
works described in [22] e [10].

Finally, as future work, we intend to analyze the algorithms
in other levels of education, as well as add other types of
variables for analysis, such as socioeconomic information. In
addition, we intend to develop a predictive system for teaching
management, which can help in decision making process to
combat school dropout and school retention.
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Abstract—We use representatives to reduce complexity in many
areas of life. Clusters are often replaced with their centre, and
then these representatives are used to classify new objects. If
the objects are described as a vector of real numbers, then the
centre can be easily calculated. However, this method is unusable
if only a similarity relation is given instead of coordinates of the
object or the distances between the objects. Google can filter
and rank relevant pages for a particular question; and here we
follow a similar approach. The difference is that we have an
undirected graph while the PageRank algorithm uses a directed
one. In this article we show what conditions we set for our own
ranking system. Following the description of the details of this
method we demonstrate that it satisfies our criteria and how
it selects the (mathematically proven) most typical elements of
each cluster. Finally, we apply this method on several partitions
of the natural numbers and on non-transitive tolerance relations
to present the representatives of the numbers.

I. INTRODUCTION

INSTEAD of examining the entire population, polls usually
only survey a small sample. This can be done because

the results obtained are very close to what we would get by
examining the entire population. However, the sample should
be selected carefully. Almost everyone knows the concept of
the representative sample, but only few know exactly what
it means. Many people think that the larger the sample, the
better; which is not true. The sample is representative in some
respects, i.e., the specific properties are as similar in the sample
as in the entire population. The sample can be representative
in one aspect, while not representative in another. There are
various standard methods for determining the sample.

If the population is significantly inhomogeneous, i.e. it has
high variability according to the survey, then the stratified
(random) sampling is used. In this case, the population is
divided into several sub-populations (strata), where these sub-
populations are homogeneous according to the examined cri-
teria. From a homogeneous strata, we can randomly select the
individuals to be sampled (i.e., the representative of the group),
typically in proportion to the size of the group.

If we can represent an object with a vector of num-
bers, we can consider the difference of vectors belonging
to each object, where this difference/distance usually meets
the requirements of metrics. Using this distance function,
many clustering methods have been developed over the last

The publication is supported by the EFOP-3.6.1-16-2016-00022 and EFOP-
3.6.3-VEKOP-16-2017-00002 projects. These projects are co-financed by the
European Union and the European Social Fund.

sixty years. The most well-known k-means method replaces
a cluster with its centre (one representative). The k-medoids
algorithm is a version of this k-means method, and it replaces
the cluster with the sample element closest to the cluster
centre. The CURE method (clustering using representatives)
goes one step further, replacing non-ellipsoid clusters with
maximum c sample elements. The most common use of k-
means (or its enhancements) is the k-nearest neighbours (k-
NN) classification algorithm, where newly added objects must
be categorized into an existing cluster/class. Since comparing
the new elements with all stored elements in a large database
is a time costly task, by replacing the elements of the clusters
with some of their representatives we can significantly reduce
the complexity of the classification of new elements.

Polls can not ask too many questions from a person because
their patience is finite. However, there are cases where we
leave behind a lot of information, think for example our
medical cards, our data stored at different kinds of service
providers, or our digital footprint on the social network. In
these cases, it is not worth transforming this information into
a unified form in order to be able to define the differences
between the data of objects. It is much easier to directly decide
for two given objects whether they are similar or not.

In this article, we present a mathematical method which—
having an existing partition and similarity relation–determines
which is the most typical object in a given cluster, i.e. which
one can be considered representative. We assign a real number,
a rank to each of these objects, and the highest-ranking object
in each cluster becomes the representative of the cluster.

In the next section, we present the requirements we expect
from the rank of the objects. In the Section III we present
the power method and how it can be used for our purposes.
Next we demonstrate the results of our method through two
special relations, and how matches our expectations. Finally
we conclude our results.

II. THE PROPERTIES OF RANKING

In the following, we identify how to describe relations using
signed graphs. Each element in a relation will be a vertex of
the graph and two vertices are connected with an edge if and
only if their two corresponding elements are in relation.

In case of graphs, we can speak of the distance between
two vertices (as the shortest path between the two vertices),
but it carries much less information than the difference of
two large vectors. Therefore, the similarity information should

Communication Papers of the Federated Conference on
Computer Science and Information Systems pp. 13–19

DOI: 10.15439/2019F95
ISSN 2300-5963 ACSIS, Vol. 20

c©2019, PTI 13



Fig. 1. Simple ranking problems

already be included in the graph, so the graph will correspond
to a similarity relation. As we usually have partial similarity
relations in practice, we will have edges in the graph that
denote the similarity and we will have edges that denote the
dissimilarity. The partiality is represented by missing edges.

For example, links between individual websites or citations
between scientific articles define a directed graph, i.e. a partial
similarity relation, but there is no representation of dislike
i.e. dissimilarity.

Google’s PageRank algorithm [2] is a great example of a
ranking system on directed graphs. Considering the web pages
(vertices) and the links between them (edges) as a directed
graph, the boundary distribution of the random walk on the
graph gives the rank of each page. For example, if the web
page p is more likely to be accessed than the web page q,
then the rank of p will be higher than that of q and will
therefore be ranked higher in the hit list. Here, if a page with
a low rank refers to a page with a high rank, or a novice
author refers to a well-known author in his article, it raises
the rank of the page/author to a higher rank, but—through a
non-symmetrical relation—this reference has no effect on the
rank of the page/author with the lower rank.

However, if the graph is not directed, the edge between the
two vertices will affect the rank of both vertices. Since the
similarity relation is a tolerance relation (reflexive, symmetric,
but not necessarily transitive), the associated graph is not
directed.

Let’s see our (naive) expectations of a ranking method. In
Fig. 1 on the left, we have three vertices (a, b and c) in a
common cluster. In this figure, a cluster is represented by
vertices of the same colour, while the similarity of vertices
is denoted by a solid, and the difference by a dashed line.
Because in this sub-graph each element is similar to each
other, we expect the same rankings due to symmetry. In the
middle graph of Fig. 1—where d, e and f are in a common
cluster—a difference appears. This graph is called a minimal
frustrated graph, because there is no such partition of vertices
where similar elements are common, and different elements
are clustered separately. In this graph, vertex d has only similar
vertices, while vertices e and f both have similar and also
different vertices. The fact that an object differs from an
object in its own cluster reduces the rank of the object/vertex
and thus the chance of being a representative of the cluster.
Conversely, if an object similar to an object in its own cluster,
then this increases its rank. Based on these, this cluster will be
represented by vertex d because it will have the highest rank.
Moreover—according to the symmetry—the rank of vertices e

and f should be the same.
Finally, take the graph on the right side of the Fig. 1.

Here, the vertices were divided into two clusters: {g, h} and
{i}. The fact that the vertices of g and i are similar, but
are found in different clusters also reduces the rank of both
vertices, because similarity to vertices in others clusters means
deviation from the idealized characteristics of the group. The
vertex h is similar to vertex g which belongs to h’s cluster, and
h is different from the vertex i belongs to another cluster. This
latter also raises the rank of the vertex h and hence h becomes
the representative of its own cluster. In the other cluster, the
only vertex will be the representative.

Based on the examples above, the similar objects of the
same cluster and dissimilar objects of other clusters can be
called the fosterer of the object, while the similar objects of
different clusters, and dissimilar objects of the same cluster
can be called the adversary of the object. The fosterer objects
help an object to become a representative, while the adversary
objects prevent it this from happening.

Let’s summarise what we would expect from the rankings.
• Be symmetric, that is, if two vertices have the same

number of vertices of the same rank in the same type
relation (fosterer or adversary), then their rank is the
same.

• The rank of a particular item is immediately raised if:
– one of its fosterer object increases in rank, or
– one of its adversary object falls in rank, or
– a new fosterer object appears.

• The rank of a particular item is immediately reduced if:
– one of its adversary object increases in rank, or
– one of its fosterer object falls in rank, or
– a new adversary object appears.

• It does not directly change the rank of a particular item
if:

– another object that is not compared to it or is
incomparable appears in any cluster, or

– the rank of such an object changes.
We were mindful of our usage of the word immediately. If

a new object that is dissimilar to the current object, but similar
to another object of the cluster, is added to this cluster, then
it raises the rank of objects that are similar to it. This will
have a ripple effect on objects that are similar to objects are
similar to the new object, and so on. Therefore, if we think
of representing this with an algorithm, we need an iterative
method that will escalate these effects step by step. On the
other hand, since almost every objects are related to every
objects, we need to treat the rank of all objects altogether.

III. OUR RANKING METHOD

Let V denote the set of objects/vertices, and for simplicity,
denote the objects with numbers: V = {1, 2, . . . , n}. The set
of the clusters means a partition. This partition is interpreted
as a function—denoted by p—that assigns a number to each
object, so p : V → N. The objects i and j are in the same
cluster, if p(i) = p(j); and they are in different clusters, if
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p(i) 6= p(j). Our similarity relation is a (possibly partial)
tolerance relation T—that is reflexive, symmetric, but not
necessarily transitive. In Section IV we present the numerical
results of our ranking method through two partial tolerance
relations.

A. Social ranking

We use similar approach as PageRank or various evaluation
sites (accommodations, restaurants, marketplaces), where the
rankings of individual websites, hotels, restaurants are summed
up by aggregating individual ratings.

We could take the rank of each object as the difference
between the number of fosterer and adversary objects, but we
want to introduce a more sophisticated method. We think that
there is a significant difference between the the cases where
the adversary object is the representative of the other cluster, or
it just a marginal object there. In the former case it decreases
the rank of the current object to a greater extent. We find that
a value proportional to the rank of the adversary or fosterer
objects defines a a good amount by which we can decrease or
increase the rank of the current object.

The rank of object i is determined by its relation to all
objects. Let aij indicate the relation (fosterer or adversary)
between objects i and j. We want to consider each object
with its rank as weights, and so we get the following relation:
ri =

∑
j aij · rj for all i ∈ V , which we want to solve for

values ri. These equations combine to R = AR in matrix
notation.

So that we do not have to use different values aij from task
to task—depending on its size—let’s introduce a constant c to
normalise the values aij . This changes the previous relation
as follows ri =

∑
j(c · aij) · rj , but it can be transformed to

ri = c ·∑j aij · rj , which gives us R = cAR. If we take the
reciprocal of c to be denoted by λ, we get a known relation:
AR = λR, i.e. R is an eigenvector of the matrix A.

Taking into account the ideas from the previous chapter,
the normalized value aij should be 1 for fosterer objects, −1
for adversary objects, and 0 for all other cases (where the
tolerance relation is partial).

According to the much cited example, a bald man does not
resemble a hairy man, although an uprooted hairline does not
change a person. As a person can have up to two million
hairlines, the linear model of this example is reduced to only
four states. Here 1 (bald) and 4 (hairy) correspond the two
end states, while 2 and 3 are two intermediate states. 1 and 2
are in a common cluster, and so are 3 and 4. Fig. 2 shows
two graphs demonstrating this problem, where we denote
clusters by assigning different colours to the vertices. The
similarities (denoted by solid lines) are the same in both cases,
but the dissimilarities (denoted by dashed lines) have changed:
dissimilarity appears between the second neighbours in the
latter case. Hence the first graph/relation is partial, and the
second is total.

Two matrices based on the relations and partitions for each

Fig. 2. Two simple symmetric linear model

graph are:

A1 =




1 1 0 1
1 1 -1 0
0 -1 1 1
1 0 1 1


 and A2 =




1 1 1 1
1 1 -1 1
1 -1 1 1
1 1 1 1




The only adversary relation is between 2 and 3, because they
are similar, but are in different clusters. In the first case 1-3
and 2-4 are not comparable, so the corresponding values of
the matrix are 0. In the second case these pairs of objects
are dissimilar, but they are in different clusters, so these are
fosterer relations.

Calculating the eigenvalues and eigenvectors for the first
graph, we get:

r1 r2 r3 r4 λ
0.7071 0.7071 0.3344 0.1368 2.4142
0.5000 -0.5000 0.6770 -0.5873 -0.4142
0.0000 0.0000 -0.6230 -0.6938 2.4132
0.5000 -0.5000 -0.2041 0.3939 -0.4142

Our graph is symmetric, so we would expect, that r1 = r4
and r2 = r3. Unfortunately, none of the eigenvectors satisfy
this. Therefore, we need to look for another method!

B. Power-method

The algorithm of von Mises [5] for a diagonal matrix A
results in the biggest eigenvalue (with the highest absolute
value), and the corresponding eigenvector. The method starts
with an arbitrary vector R0 that in our case should be 1 =
(1, . . . , 1)T . Then Rk+1 is determined as follows: the rank
vector Rk is multiplied by the matrix A and normalized as
shown by (1).

Rk+1 ←
ARk

||ARk||
(1)

Unfortunately, this iteration is converges slowly, but it is easy
to use even for large sparse matrices; which is why it is used
in PageRank implementation. If Ri ≈ Ri+1, the method is
stopped and the values in the vector Ri are considered the
rank of the objects. If matrix A has an eigenvalue that is
strictly greater in magnitude than its other eigenvalues, then
Ri converges.
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Algorithm 1 Python implementation of our ranking method

def power method (A, eps = 1e−9):
B = A
R = np . ones ( ( l e n (A ) , ) )
B2 = B@B
B2 /= m = np . max (B2@R)
whi le np . l i n a l g . norm (B@R − B2@R) > eps :

B , B2 = B2 , B2@B2
B2 /= np . max (B2@R)

re turn B2

If this method is applied to the matrices shown in
Fig. 2, then we get R = (1, 0.414, 0.414, 1)T and R =
(1, 0.618, 0.618, 1)T , where r1 = r4 and r2 = r3 as we
expected. These values also fit to our naive ideas: for the first
graph, for object 1 both objects 2 and 4 are fosterers, while
for object 2 object 1 is a fosterer and object 2 is an adversary.
So the expected relation r1 > r2 is fulfilled. In the second
case, when there are more fosterer relations, the rank gained
is also higher for objects 2 and 3.

Summarising the gives:

Rk+1 ←
ARk

||ARk||
≈ Ak+11

||Ak+11||

If k is a power of 2, then we can then calculate the same values
by repeated squaring using the following recurrence relation:

B1 ← A and Bi+1 ←
BiBi

||BiBi||
(2)

If Bi1 ≈ Bi+11, then let R← Bi1. Not surprisingly, the two
calculations give the same result.

Based on these, it is not difficult to write the ranking
program in Python using the services of the Numpy package
(Algorithm 1). Remark, that for Numpy, the operator @ is the
matrix multiplication operation.

Fig. 3. Changes in the rank of the objects in a random tolerance relation

Fig. 3 shows how each value ri changes for a random ma-
trix A. Here, the axis x represents the number of applications
of (2), while the axis y represents the current values of the
ranks. Due to normalisation, the highest rank is always 1, but
as we can see from the chart, the rank of the objects changes
from time to time. The algorithm is terminated when the ranks
cease changing.

IV. RANKS OF NUMBERS

As there is no standard similarity relations for larger
databases, the various clustering/classification methods are
usually tested on random graphs [6]. On the other hand, we
spent a long time looking for a tolerance relation, that is not
an equivalence relation, freely scalable, easy to understand for
the reader and enables reproducible computations. Finally, we
found the common divisor as the basis of similarity: let two
numbers be similar if they have a non-trivial common divisor,
i.e. gcd(a, b) > 1, where a, b ∈ N+. Then 4T6 and 6T9
are fulfilled (the common divisors are 2 and 3), but 4T9 is
not, so this relation is not transitive. If we are interested in
the correlation clustering of numbers 1, . . . , n, it can be easily
formulated if n < 111 546 435, otherwise the situation become
complicated [3].

In the following, the rank of each element is determined
by using the optimal clustering of the set of numbers, except
in the first case, where we place the numbers 1, . . . , 12 in a
common cluster.

As we have a single cluster in the equation (2), we can
replace the matrix A in the calculation with the matrix of the
relation T in Fig. 4. In this matrix T , the relation between
the numbers i and j is given by the jth number from the ith

row: similar numbers are denoted by 1, dissimilar numbers
by −1. 12 and 6 are similar to the multiples of 2 and 3, these
are eight numbers including themselves, and different from
four of them (1, 5, 7, and 11). The powers of 2 are similar
to every even number (six numbers) and different from all
odd number (six numbers). The powers of 3 (itself and 9) are
similar to four numbers and different from eight numbers. 5
is similar to its duplicate, but there is no such number for 7
and 11 and for 1. Because in each case the numbers mentioned
together are similar to the same numbers, so—according to the
symmetry—their rank is the same (Table I/A). In this table the
ranks are rounded to the closest hundreds, to fit on the page.

If we do the same calculation for numbers 1, . . . , 100
(Table I/B) then the numbers will typically increase. There
are many more even numbers, which will increase the rank of
even numbers, but they have the opposite effect on the rank
of powers of 3. In this set, there are numbers similar to 7 or
11, so their rank increases; and there are more such numbers
for 7, so its rank grows more.

A. Using optimal partition

Consider the partition of natural numbers obtained by
correlation clustering [3]. The largest such cluster is the set
of even numbers. This is followed by a set of odd numbers
divisible by 3; next the set of numbers which are divisible
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TABLE I
RANKING NUMBERS. . .

A) 1, . . . , 12 in a common cluster.

1 2 3 4 5 6 7 8 9 10 11 12
-0.62 0.97 0.06 0.97 -0.32 1.00 -0.62 0.97 0.06 0.89 -0.62 1.00

B) 1, . . . , 100 in a common cluster.

1 2 3 4 5 6 7 8 9 10 11 12 . . .
-0.55 0.99 -0.03 0.99 -0.28 1.00 -0.37 0.99 -0.03 0.95 -0.44 1.00 . . .

C) 1, . . . , 12 using optimal partition.

C1 C2 C3 C5 C7 C11

1 2 4 6 8 10 12 3 9 5 7 11
1.00 1.00 1.00 0.73 1.00 0.84 0.73 0.73 0.73 0.84 1.00 1.00

D) 1, . . . , 15 using optimal partition.

C1 C2 C3 C5 C7 C11 C13

1 2 4 6 8 10 12 14 3 9 15 5 7 11 13
1.00 1.00 1.00 0.67 1 0.79 0.67 0.86 0.79 0.79 0.54 0.79 0.86 1.00 1.00

E) 1, . . . , 12 using common cluster and the weakened relation.

1 2 3 4 5 6 7 8 9 10 11 12
-0.53 1.00 0.06 0.83 -0.34 0.68 -0.53 0.70 -0.17 0.42 -0.53 0.81

F) 1, . . . , 12 using optimal partition and the weakened relation.

C1 C2 C3 C5 C7 C11

1 2 4 6 8 10 12 3 9 5 7 11
1.00 1.00 0.89 0.53 0.83 0.53 0.62 0.77 0.88 0.89 1.00 1.00

T =




1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
-1 1 -1 1 -1 1 -1 1 -1 1 -1 1
-1 -1 1 -1 -1 1 -1 -1 1 -1 -1 1
-1 1 -1 1 -1 1 -1 1 -1 1 -1 1
-1 -1 -1 -1 1 -1 -1 -1 -1 1 -1 -1
-1 1 1 1 -1 1 -1 1 1 1 -1 1
-1 -1 -1 -1 -1 -1 1 -1 -1 -1 -1 -1
-1 1 -1 1 -1 1 -1 1 -1 1 -1 1
-1 -1 1 -1 -1 1 -1 -1 1 -1 -1 1
-1 1 -1 1 1 1 -1 1 -1 1 -1 1
-1 -1 -1 -1 -1 -1 -1 -1 -1 -1 1 -1
-1 1 1 1 -1 1 -1 1 1 1 -1 1




,

A =




1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 -1 1 1 1 1 1 -1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 -1 1 1
1 1 -1 1 1 1 1 1 -1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 -1 1 1 1 1 1 -1
1 1 1 1 -1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 -1 1 1 1 1 1 -1 1 1 1




Fig. 4. Similarity relation on numbers 1, . . . , 12, and the suitable matrix
based on the optimal partition.

by 5, but not by 3 or 2, and so on. This can be formulated
as C2 = {x ∈ U : 2|x}, C3 = {x ∈ U : 3|x}\C2,
C5 = {x ∈ U : 5|x}\C2\C3, . . . . Of course, each prime
number has one (possibly empty) cluster.

If we consider the fosterer and adversary objects based
on the the optimal partition and the similarity relation T in
Fig. 4, then we get the matrix A presented in Fig. 4. The
partition mentioned above is optimal because it minimises the
number of negative numbers in the matrix A. This, of course,
also has an impact on rankings. While keeping the numbers
in a common cluster, multiple ranks were negative due to
dissimilarities, by using the optimal partition each cluster as
a cluster by applying similarity (Table I/C). For singletons
(containing big primes and 1) the rank 1.0 is natural, as

there are no similar numbers. In the set of even numbers,
the rank of the powers of two will also be 1.0, as they are
similar to all even numbers, and the C2 cluster has only even
numbers, and all even numbers are here. Numbers with other
divisors will have similar numbers in other clusters. The more
prime divisors a number has, the more clusters contain similar
numbers, so its rank will be reduced. In the cluster C3 the rank
of the powers of three will be the highest, but it will not reach
level 1.0, because there are nearly as many numbers that are
dividable by 3—that is, similar—in the cluster C2, as in the
cluster C3.

If we apply our method on numbers 1, . . . , 15 instead of
numbers 1, . . . , 12, then the ranks change (Table I/D). The
rank of 7 fell, as its adversary number (14) appeared. As
number 15 is adversary for both 5 and 10, it reduces the rank
of both of them. The reader may be wondering how these ranks
look when we have more numbers, e.g. 1 . . . , 1000 (Table II,
column r). Perhaps it is clear from the above that in case of an
optimal clustering, the representatives of the individual clusters
come from the powers of primes. Each power of a prime is
given the same rank because it is completely symmetrical in
terms of similarity.

B. Weakening the tolerance relation

Let’s see what happens if we expect one of the numbers to
be the divisor of the other number instead of the existence
of a real common divisor. (Remember, the relation must
be symmetrical.) The partial relation here is made from a
complete relation. We suggest to the reader to compare the
first matrices in Fig. 4 and 5. If two numbers were dissimilar
at the original tolerance relation, they will be dissimilar at the
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TABLE II
RANG OF NUMBERS 1, . . . , 1000 USING THE OPTIMAL PARTITION

x r(x) r′(x)
1 1.0 1.0
2 1.0 1.0
3 0.71587172 0.79465596
5 0.78447065 0.81182099
7 0.82770503 0.84160798

11 0.88038405 0.88841938
13 0.89607481 0.90279018
17 0.91498232 0.91946078
4 1.0 0.8102978
6 0.75571551 0.55292589
8 1.0 0.71548803

10 0.85121315 0.5761841

T
′
=




1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
-1 1 -1 1 -1 1 -1 1 -1 1 -1 1
-1 -1 1 -1 -1 1 -1 -1 1 -1 -1 1
-1 1 -1 1 -1 0 -1 1 -1 0 -1 1
-1 -1 -1 -1 1 -1 -1 -1 -1 1 -1 -1
-1 1 1 0 -1 1 -1 0 0 0 -1 1
-1 -1 -1 -1 -1 -1 1 -1 -1 -1 -1 -1
-1 1 -1 1 -1 0 -1 1 -1 0 -1 0
-1 -1 1 -1 -1 0 -1 -1 1 -1 -1 0
-1 1 -1 0 1 0 -1 0 -1 1 -1 0
-1 -1 -1 -1 -1 -1 -1 -1 -1 -1 1 -1
-1 1 1 1 -1 1 -1 0 0 0 -1 1




A =




1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 -1 1 1 1 1 1 -1
1 1 1 1 1 0 1 1 1 0 1 1
1 1 1 1 1 1 1 1 1 -1 1 1
1 1 -1 0 1 1 1 0 0 0 1 1
1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 0 1 1 1 0 1 0
1 1 1 1 1 0 1 1 1 1 1 0
1 1 1 0 -1 0 1 0 1 1 1 0
1 1 1 1 1 1 1 1 1 1 1 1
1 1 -1 1 1 1 1 0 0 0 1 1




Fig. 5. Weakened similarity relation on numbers 1, . . . , 12, and the suitable
matrix based on the optimal partition.

weakened relation, too. Moreover for example, numbers 4 and
6 were similar before, but not anymore; so the relation holds
less often.

At first glance in Table I/E the ranks of 2, 4, 8 are different,
as well as ranks of 3 and 9. Once we have only one cluster, it
is sufficient to count how many positive and negative values
are in each row of the first matrix in Fig. 5. The number 2 is
similar to every even number, that is, to every object in its own
cluster C2, and there is no other similar numbers anywhere
else. The number 4 is similar to half of the numbers of its
own cluster, but not dissimilar to any numbers in this cluster.
The number 8 is similar to quarter of the numbers of its own
cluster, etc. The fact that we replaced some ones with zeros,
the symmetry disappeares. We remark that the numbers 1, 7
and 11 are dissimilar from all the other numbers in this case,
so now they have the same (negative) rank.

Let’s see what happens, if we take our previous optimal
partition (Table I/F). The previous asymmetry remains. The
primes have the highest rank, and the powers of primes have
lower ranks. To see this tendency, let’s see the outcome of
ranking 1, . . . , 1000 (Table II, column of r′).

If we apply the optimal partition for tolerance relation T
to the weakened tolerance relation T ′ (Table I/F), the number
of negative numbers in matrix A will also be significantly
reduced. However, because of the change in the relation, the

symmetry within the clusters is severely damaged, which also
affects the rankings. Therefore, when some ranks weaken in
the C2 cluster, this may affect elements in other clusters. If
there exists fosterer elements in other clusters, these will in
turn increase in rank.

Which partition could be optimal for this weakened re-
lation? Let us take the number of similar and dissimilar
numbers in the clusters according to some given number. If
the difference of these numbers not in their own cluster is
maximal, by moving the actual number to the maximal cluster,
we get a better partition. So now we wish to examine, whether
we improve the optimal partition. Let V = {1, . . . , 1000}, and
take the number 75 as an example, which is 3 · 52. With the
original relation T , C2 contains 267 numbers are similar to it
(which are divisible by 3 or 5), and 233 which are dissimilar.
C3 contains 167 similar numbers (all of them divisible by 3)
and C5 contains 67 similar numbers. At a weakened relation
T ′, the previously dissimilar numbers remain dissimilar, and in
C2 there are no divisors of 75, just its even multiples. These by
definition are similar to it, so C2 contains 6 members similar
to 75. In C3 we have three divisors of 75 (including itself),
as well as 6 of its odd multiples, so C3 contains 9 similar
numbers. In C5 we have two divisors of 75 and it does not
contain any of its multiples (because any multiple needs to
have a prime divisor 3, so it would either be in C3, or in C2

if the number is even). If we take the difference of similar
and dissimilar numbers for each clusters, this will be maximal
in the number’s own cluster, as here for C3. This means that
this kind of partition is stable for T ′, and with a very high
probability it is the optimal partition, but this needs to be
proved.

V. CONCLUSION AND FURTHER WORK

In this article, we presented a method that assigns a rank
to each object by using a similarity relation and a partition of
objects. In a special case, the method can be used for a single
cluster, as shown by two examples. The similarity relation
does not have to be complete, the method also works for
partial relations. Based on our tests, using successive squaring
to apply our method to a thousand objects, it is enough
to use around dozens of squaring matrices. Since the tools
used (matrix multiplication, norm calculation) are available in
standard mathematical packages in almost all programming
languages, this method is widely applicable.

Our future plans include a method to test real-life data,
for example, in case of wines described by their chemical
characteristics [1], we want to search for a typical wine—
i.e. representative—of some wine region. Similarly we are
planning to apply this method to medical data, where we will
look at suggesting treatments based on the patients’ medical
history.

In real life it is very rare to find perfect similarity, thus we
need to introduce a system of different levels of similarity.
So then a statement such as Bob is more like Charlie than
Alice, can be translated into partial similarity by saying that
the similarity between Bob and Charlie is 0.8, whilst the
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similarity of Alice and Bob is only 0.2. Therefore we can
think of partial similarity as an extension of the similarity
relations. In our case, we only used three values in the matrix
of the similarity relation T : 1, −1 and 0. Then, for partial
similarities we can extend this set of values to the interval
[−1, 1], therefore covering a range of different possibilities.
The algorithm of von Mises can still be used in this case.

Previously, we have developed a method for describing
the similarity of objects given by incomplete information [4],
which can be traced back to partial similarity.
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LÁSZLÓ ASZALÓS, DÁVID NAGY: SELECTING REPRESENTATIVES 19





Correlation Clustering: Let All The Flowers Bloom!
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Abstract—Correlation clustering is a NP-hard problem, and
for large signed graphs finding even just a good approximation
of the optimal solution is a hard task. In this article we examine
the effect of ranking the nodes and processing them in order of
ranks. We demonstrate that based on the rate of positive edges
in the graph it is worth using different optimisation methods.
We show that all building blocks of our methods are necessary
under certain circumstances.

I. INTRODUCTION

ONE OF the typical tools of unsupervised learning is
cluster analysis. Here, we wish to put similar elements

into the same group, and put different elements into different
groups. The clustering methods are usually based on the
distance or density of the objects. There is an exception—
correlation clustering—where we only have a similarity rela-
tion of the objects. This is a tolerance relation, i.e. reflexive
and symmetric, but not necessarily transitive. The result of a
clustering is a partition of objects, which can be understood as
an equivalence relation, i.e. a reflexive, symmetric and transi-
tive relation. In 1965 Zahn asked the following question [14]:
What is the closest equivalence relation for a given tolerance
relation?

In 2004 Bansal et al. have showed that this task is NP-
hard and gave a non-optimal solution [6], which of course
only produces an approximate solution. [6] also contains a
generalization of the original problem, where the edges have
weights, and instead of distances we want to optimize the sum
of weights of misplaced edges. The generalized problem has
many applications (mainly in image processing), and there are
numerous approximation methods available in the literature,
each based on a different approach: from minimal cut to linear
programming [1], [8], [9], [10], [11], [13].

The clustering problem itself can be formulated as a com-
binatorial optimisation task, and therefore we can apply the
usual methods: hill-climbing, scattered search, bee algorithm,
harmony search, etc. In recent years, the authors have exam-
ined most of these [2], [5] and moreover have developed a new
method (contraction) to solve the original clustering problem.
Various implementations of this new method were born, on one
hand to accelerate the methods, and on the other to achieve
as close an approximation as possible.

Obviously, a general method cannot offer the best approx-
imation in every particular case. Therefore, we can achieve
a better approximation than the methods described above if
we choose the most fitting method for each individual task.

The contraction itself is a universal method, i.e. it can be used
for all tolerance relations; however, implementations can be
developed to fit the specialities of the given problem to be
solved. As there are no widely accepted benchmark tolerance
relations, we use random, signed graphs to test our methods.
The random signed graphs can be easily identified by partial
tolerance relations. (A positive edge denotes that the relation
holds between the nodes of the edge; a negative edge denotes
that the relation does not hold between the nodes of the
edge; a missing edge means partiality, that is we have no
information about similarity or dissimilarity.) Two types of
random graphs are common. The Erdős-Rényi graph is a dense
graph, where there is an edge between any pair of nodes with
probability p. For any random colouring of the same graph—
that is we assign positive or negative signs to the edges—
the distance between the tolerance relation (which belongs
to the signed graph) and the closest equivalence relation is
almost the same due the symmetry of this kind of graphs.
This means that the colouring does not affect the distance
between the tolerance and the equivalence relations. Phase
transformation of correlation clustering—determining the size
of the biggest cluster in the nearest equivalence relation—can
be solved relatively easily [12].

Barabási-Albert’s scale-free—later abbreviated to BA-
type—graph is a sparse graph, so the number of edges will
be proportional to the number of vertices. Because there are
only a few edges in the graph, it follows that usually there
are only a few adjacent vertices, therefore the colouring of a
given edge has a much stronger effect as before. Furthermore,
these kind of graphs are not symmetric. Hence the distance
of tolerance relations correspond to the random colourings of
the same graph and the closest equivalence relation can vary
within wide limits, as Fig. 1.3. in [3] demonstrates this. There
is not yet a conjecture for the phase transformation problem for
BA-type graphs. Measurement results for large graphs could
possibly help to formalise this conjecture. This is the reason
why we wish to develop a both efficient and accurate method
for BA-type graphs, and determine which methods are the best
for certain conditions.

The structure of the article is the following: after the
introduction, in Section II we present our notations including
the elements needed to build our methods. Next we delineate
the overall results, and review our experiments. In Section IV
we discuss the results and the roles of the building blocks of
our methods. Finally we conclude our results and we give our
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further plans.

II. SYSTEM OF NOTATION

A. Tolerance and equivalence relation

Let a set of objects be denoted by V , and their similarity
(tolerance) relation by T , where T ⊂ V × V . The partition p
is a function: p : V → N, where objects x and y are in the
same cluster if and only if p(x) = p(y). Accordingly we can
interpret the cluster of x as gx = {y ∈ V |p(x) = p(y)}.
Of course, the partition p determines an equivalence relation
where elements are in a common cluster in p.

By the distance between the tolerance relation T and the
equivalence relation based on p we mean the number of
cases—called as a conflict—in which exactly one of the two
relations holds, i.e.

• xTy and p(x) 6= p(y) or
• xTy does not hold, but p(x) = p(y).
Our task in case of a given tolerance relation T is to

determine the partition p for which the distance between T
and p is minimal, or in other words the number of conflicts
is minimal. The exponentially growing Bell numbers [7] give
the number of partitions, so the exhaustive search—apart from
some special cases—is not applicable, hence we can only get
approximate solutions.

Although it is not feasible in reality, but the objects can be
thought of as magnets, where the similar ones are attracted
to each other, and the different ones toss each other. If we
left these magnets alone, after some time they would form a
state of equilibrium. Here the magnets construct groups. These
groups can be considered as clusters and the whole collection
of clusters as partitions. The steps of the magnets we want to
model are:

• another magnet group is more attractive for a magnet than
its own group, so it is moved to that group

• two magnet groups attract each other, so these groups are
joined.

The first step is to be later referred to as motion, while the
other as merging. The value of attraction between objects x
and y—denoted by a(x, y)—will be:

• 1, if the relation holds between them, i.e. the objects are
similar,

• −1, if the relation does not hold between them, i.e. the
object are dissimilar,

• 0, if the relationship is not interpreted between the two
objects.

The attraction a : V × V → N of objects can be generalized
as the attraction between an object and a cluster, that is a :
V ×2V → N and as the attraction between two clusters, that is
a : 2V ×2V → N which are defined as a(x, g) =

∑
y∈g a(x, y)

and a(g, h) =
∑

x∈g a(x, h), where g, h ⊂ V .
The summing here corresponds to the superposition known

from physics. We left to the reader to check that at the
motion and merging steps, the distance between T and the
partition that is changed by either of these two steps will only
decrease. Therefore, if we can no longer reduce the number of

conflicts using motion and merging, then the resulting partition
is actually a local minimum, and we stop.

B. Optimization methods

It is easy to check that for V = {a, b, c} if aTb and aTc
holds but bTc does not, then more local minima exist. In this
simple case the number of conflicts (the distance) at these
local minima are the same. In case of thousands of objects,
the situation becomes very complicated, and many of the local
minima aren’t global minima, moreover there are significant
differences between distances at minima.

The question is, in what order do we take our steps to avoid
these traps, and get close to the global minima? [3] presented
three structures, where the accuracy of the last one was up
to twelve percent worse than the others’. So we omit this
structure from this article, and so it is not shown in Fig. 1.
First, we reiterate the other two structures. Then, we look at the
different implementations of the merging and motions steps,
and finally look at how these come together into methods.

In the case of the upper structure in Fig. 1—called sequen-
tial—a motion step is followed by a merging step, and if at
least one of them can be executed, then the partition changes,
and so we can try to reduce the conflicts again. If the partition
has not changed during the motion and merging steps, our
algorithm stops. In case of lower structure—called repeated—
we apply the motion step until it reduces the distance between
T and p. Once the motion step can no longer change the
partition, we begin to merge. We repeat the merging step
until it reduces the distance between T and p. If at least one
merging step has made a reduction to the distance (denoted
in the Fig. 1 by any?) in this cycle, that is, if the partition
has been changed by some merging steps, then we can begin
a new round, and test the motion step again. When the motion
and merging steps do not change the partition, we must stop.

Whilst the motion step only changes the partition locally,
and in small increments; the merging step—especially in the
final stages of the optimisation, when we have big clusters—
can cause significant global changes. This is the reason why
the third structure—which is similar to the repeated structure,
with the position of the motion and merging steps swapped—
results in larger distances in the tests because the method
reached a local minimum much earlier.

C. Alternative implementations of the motion step

To determine the motion step, the forces of a(x, g) should
be calculated for each object x and each cluster g, and for
each object x we need to find its most attractive cluster h
for which a(x, h) = maxg a(x, g). If the object x is moved
to another cluster h—because that cluster is more attractive
for the object than its own cluster, i.e. a(x, h) > a(x, gx)—
object x may become a status quo breaker there, and an
earlier element of this new cluster is transferred to a third
cluster and this chain reaction could continue. However, the
previously calculated values of attractiveness of objects and
clusters will be invalidated by changing the partition and need
to recalculated.
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Fig. 1. Structure of our optimization methods.

Fig. 2. Alternative flows of motion step.

We had an implementation of the motion step (flow all in
Fig. 2) that takes all the objects one-by-one, and calculates
the actual attractions of the objects. If some other (maybe
empty) cluster is more attractive than its own cluster, it moves
the object into that cluster. In the figure the colouring of the
portion of the rectangle represents the range of the calculation.
Here, we take every object x ∈ V and calculate the values
maxg a(x, g) and a(x, gx). The latter gives the attraction of
its own cluster. If the former is larger - that is, another cluster
has a greater attraction, then object x must move. Because
we examine each object in a row, this process received the
name all, and the abbreviation a. In the figure, the colouring
of the corresponding rectangle shows that you do not need
to compute attractions a(y, g) for all objects y and for all
clusters g, but only the ones that belong to object x: a(x, g)
for all clusters g. This determines the movement of x, and so
we can move to the next object in the queue, and determine

the attractions belonging to it.
The flow independent in Fig. 2—as the colouring shows—

starts by calculating all the attractions a(x, g) for all x ∈ V
and all clusters g. (That is why the entire rectangle is painted.)
Next it determines the set

M = {x ∈ V |max
g

a(x, g) > a(x, gx)},

i.e. the set of objects to move. In each step we need to select
some object from the set M . If this object x moves from
cluster g to the cluster h, then the set M in the next step
will be reduced to M\(g ∪ h) because the clusters g and h
have changed, therefore the values previously calculated for
these clusters are no longer valid and therefore should not be
used. As the set M becomes empty, the process stops. Since
the clusters affected by the motions (both from and to) are all
different due to the deletions, the flow has been assigned the
name independent and the abbreviation i.
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We began to research the representatives of the clusters, and
the methods to specify them [4]. To find the representatives
of the clusters, a (initially unit) vector has to be multiplied
by the matrix of the similarity relation and normalised again
and again until a fixed point is obtained. In order to keep the
running time under control, only a fixed number of steps were
performed and the objects were ranked according to the result
vector. Considering this rank, we can create two variants of the
flow all, where this rank determines the order of processing,
and not the (arbitrary chosen) identifiers of the objects. If we
process objects in increasing order, we get the flow ordered,
abbreviated by o, while if we choose the descending order,
then flow reversed, or shortly r.

D. Alternative implementations of the merging step

For the merging step we use the attractions between clus-
ters: a(g, h). As merging causes a global change, a cautious
approach allows merging two clusters only once. We are using
the greedy approach, so we are interested in the most profitable
merging, i.e. merge those two clusters for which the number
of conflicts decreases the most. This is illustrated by the flow
one in Fig. 3, and we will refer to it by O.

It is clear that the attractions of the merging clusters towards
a third cluster will add up, so the attractions of the clusters
can be maintained relatively easily. The flow recalculate
(abbreviated by R) visualises this process. It is important
to note—and this is also indicated by the colouring of the
individual rectangles—that there is no need to recalculate
all the attractions, therefore we can save ourselves from
performing a lot of calculations by using this variant, instead
of repeating flow one. Although the final result is exactly the
same, the amount of calculation needed in the second case is
only a fraction of the original.

The recalculation of forces may be omitted if we take the
value of attractions in decreasing order, and we merge the
clusters only if they have not yet changed in this process.
This variant is called independent, and abbreviated by I .

III. TEST RESULTS

A. Overall results

The combination of the structures and the implementations
of the motion and merging steps provide an applicable method.
In the names of the methods the first letter is the code of the
structure (Fig. 1). The middle letter of the name of a method
is the code of the motion step (Fig. 2), and the last letter is the
code of the merging step (Fig. 3). Similarly to [3] we created
a graph showing the results achieved with different methods.

We tested the various methods with 100 different BA type
randomly generated tolerance relations of 5000 objects. We
used the same tolerance relations as input for each method,
and summed up the resulting conflicts and the running times
of our Python implementations. These sums are presented in
Fig. 4. Note that, the axis y has a logarithmic scale in order to
equally allow for the demonstration of the fast and the slow
methods.

The triangles in the upper left corner denote methods using
the single merger (O). This location means that these are very
accurate methods, but they can take up to ten times more time
to run than the other two kinds of merging steps. In the lower
right corner of the figure, crosses denote the methods applying
the independent merger (I), these are fast but inaccurate.

We can find a coterie on the left side of Fig. 4. From left to
right the pairs SaR-RaR, SrR-RrR and SoR-RoR overlap.
While method RiR is above these (red circle), its pair, the
SiR (black circle) is on the right side of the figure.

Based on this graph, we could think that the two new motion
steps (r and o) are worse than the previous ones (a and i).
Keep in mind that this figure was created by summing up the
number of conflicts and running time, which can easily cover
important details.

B. Detailed results

Let us consider a more sophisticated approach. We took
1200 different BA-type random tolerance relation of 500
objects, and examined 101 different colourings for each of
them. Here the rate q of positive edges varies from 0 to 1, and
we took the average of conflicts for each ratio.

From the slow methods, only SaO was kept in this test and
it is represented with a triangle in the top left corner of Fig. 4,
because it minimised the number of conflicts and therefore
we consider it is as a benchmark. Since we approached the
same distances with each of the 17 optimization methods, we
would not really see any striking differences if we were to
present the result on a typical graph. For this reason, we divide
all the values by the corresponding values of the benchmark
(Fig. 5). We can separate some of the methods, but most of
them are very close to each other. However, it can be seen that
some lines cross the level of 1, giving better results than the
benchmark. We have no method that is always better than the
benchmark, but we can find ones that are better for a small q,
and ones are better for a big q.

For example method SaR can only tighten the benchmark
around q = 1. The only difference between the methods SaR
and SaO is that the latter merges once before attempting to
move all the elements again, while the former continues to
merge as long as possible. If only a few clusters with large
number of elements constitute a partition, then there is no
problem with successive merging, but in other cases this step
causes too much change that cannot be counterbalanced by
motion steps.

Consider the method RiR, which is dominated by the
above-mentioned method SaR in the Pareto sense in Fig. 4,
but rates of Fig. 5 shows that in many cases it exceeds the
SaO method for both small and large q values. Therefore the
Pareto set of Fig. 4 is not enough in itself to provide a method
for finding the closest partition to a given tolerance relation.

Instead of presenting additional individual graphs, we made
two summary figures (Fig. 6 and 7), where q = 0 corresponds
to the left of the picture and q = 1 to the right. The methods
with worst performance were not included in these figures.
Fig. 6 shows the cases (method and q) which overtake the
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Fig. 3. Alternative implementations of merging step

Fig. 4. Cumulative results on random relations: running time and efficiency
of the variants of contraction. Shape and colour denote the merging step and
the optimization method

benchmark, while Fig. 7 shows the cases when the benchmark
is the winner. The greater the difference, the darker the colour.
In order to make the differences more visible, in Fig. 7 we set
the same black colour for the bigger differences.

It is interesting to compare the numbers and the coloured
strips belonging to the methods; but for most of us these pic-
tures and numbers contain too much information. So it follows
that they should be compressed somehow, highlighting only
the relevant information. For this reason, we have summed
up the numbers (rates) grounding Fig. 5. We did not do a
complete summing on interval [0, 1]—similarly to Fig.4—, but
we constructed four subintervals and summed on them, as a

Fig. 5. Rate of number of conflicts and the benchmark value at different
rates q of positive edges. Lower value is better.

Fig. 6. Methods and rates q which give better result than the benchmark
method SaO.
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Fig. 7. Methods and rates q which give worse result than the benchmark
method SaO.

TABLE I
SUBSUMS OF OUR OPTIMIZATION METHODS

Method
0.38∑

0

0.58∑

0.39

0.7∑

0.59

1∑

0.71

SaO 0.0 0.0 0.0 0.0
RaR 1.9 7.1 9.6 10.0
RiR 16.6 16.6 4.2 -7.2
SaR 2.3 8.1 11.3 11.1
RoR -5.8 16.9 23.9 24.0
SoR -5.2 18.2 25.0 24.8
RrR 54.8 14.7 6.1 1.4
SrR 55.7 15.7 7.3 2.6
SoI -15.4 72.7 116.7 108.6
SaI -10.9 68.3 120.3 111.0
RoI -14.3 79.5 125.3 110.4
RaI -9.5 75.3 129.2 112.2
RiI -7.2 81.0 132.5 107.7
SrI 42.6 75.3 122.6 109.8
RrI 44.5 81.9 133.4 111.2
SiI 162.8 172.4 164.8 122.7
SiR 368.1 282.9 115.4 36.2

Table I shows. Here, the rows of the table are sorted by their
sums, so the better methods are at the top, and the mostly weak
methods are at the end in the table. Here the running time
could not be taken into account because it was not recorded.

There are several negative numbers in the first column
of Table I, i.e. several methods perform better for small q
than the benchmark. As q is small, tolerance is achieved
between a few pairs of objects, so many small clusters will
be included in the resulting partition. Therefore the merging
steps do not cause very significant changes, so we can iterate
the merging of clusters inside one merging step. According
to the information summarised in this table, the best results
belong to the methods SoI and RoI . To verify our findings, we
made some experiments similar to Fig. 4. However, whilst q
was arbitrary in that random tolerance relations used, here we
tighten it for the given intervals. Fig. 8 reinforces that these
methods really are the best, where RoI is more than three
times faster than SoI . Only method RaI precedes both of
them in speed but not in precision, and these three methods
are the Pareto set (that is, there does not exist a method which
is faster and more accurate at the same time).

There are no negative numbers in the second and third
columns of Table I, i.e. no method can overtake the slowly and

Fig. 8. Cumulative results on random relations where q ∈ [0, 0.38]: running
time and efficiency of the variants of contraction

Fig. 9. Cumulative results on random relations where q ∈ [0.38, 0.58]:
running time and efficiency of the variants of contraction

confidently evolving benchmark. Fig. 9 shows that the method
SoO—not included in the table—is the absolute winner, even
ahead of the benchmark. But it takes a long time to complete
it. The method SoO is 22 times slower than the third ranked
method RoR and 23 times slower than fourth ranked method
SoR.

The methods RaR-SaR, which got small numbers in the
second column of the table are the fifth and sixth most effective
methods, and the methods SrR-RrR have scored the eighth
and ninth place, but the methods RoR-SoR are better than all
of them in the Pareto sense. The method SiO marked with the
fourth triangle is the tenth, and there are some more efficient
(faster and more precious) methods.

In Fig. 10—the figure representing the third column—
triangles are located in the first five places, only the method
RiR slipped in between them in the fourth place. That is,
the principle haste makes waste really applies here. Looking
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Fig. 10. Cumulative results on random relations where q ∈ [0.59, 0.7]:
running time and efficiency of the variants of contraction

at the captions of the figure, we can see that most of the
conflicts are here, so we have to handle the merging steps very
carefully. The greedy independent merger performs poorly, all
the crosses are on the right.

In the last column of Table I there is only one negative
number and it belongs to the method RiR. The numbers
belonging to methods RrR and SrR are small, but positive.
If we narrow the last interval to [−0.81.1], then all three
numbers would turn negative (while the others would remain
be positive), and their values would be −5.4, −2.8 and −2.2
respectively. These are the three methods in the last three
rows of Fig. 6, and only these strips have significant non-
white parts on the right. The method RiR is overcome by
the methods SiO and SrO, but their runtime is nearly 5
and 10 times higher. On the other hand, RiR defeated our
benchmark in the last interval, and the benchmark followed
by the aforementioned methods RiR and SiR.

IV. DISCUSSION

When wishing to use these optimisation methods in practice,
it is possible to choose a precise or fast method depending on
the desired outcome, along with the q value of the tolerance
relation. The Pareto set is the set of methods that are optimal
in that sense. That is, there is no such method which is better
in both speed and precision than those in the Pareto set, so it is
worth choosing a method contained in this set. Table II shows
for each of the intervals which methods are optimal in this
sense, and what are their ranks among the examined methods
in accuracy and speed. For example, the method RaI in the
first row of the table is the fastest of all, but if we disregard
the first interval, then it performs with very poor accuracy.

Consider the building blocks of our methods and look at
their roles. The sequential structure provides the most accurate
solutions in each case, finding the closest equivalence relation
for the tolerance relation of the problem. However, this often
takes a lot of time. For a few tasks, a half-percent error can be

Fig. 11. Cumulative results on random relations where q ∈ [0.71, 1]: running
time and efficiency of the variants of contraction

TABLE II
PARETO SETS ON DIFFERENT INTERVALS

Method [0, 0.38] [0.39, 0.58] [0.59, 0.70] [0.71, 1]

RaI 4/1 14/1 18/1 16/1
RaR 8/7
RoI 2/2 14/2
RoR 3/8 10/6
RrI 14/3
RrR 5/10
RiI
RiR 4/13 3/12

SaI 12/6
SaR 6/8 9/6
SoI 1/7
SoR 4/7 11/4 10/4
SrI
SrR 6/9
SiI
SiR

SaO 2/18
SoO 1/19
SrO
SiO 1/17 1/18

sacrificed in accuracy for a fractional time calculation. That is
why we may need a repeated structure.

The implementation recalculate of the merging step can be
interpreted as a compromise between the two structures, as this
implementation is practically a cycle around the interpretation
one. The interpretation recalculate is indicated by a circle
in our figures. Except for the first interval, these circles are
shown below the triangles (one) and to left on the crosses
(independent), so they can also be considered as a compromise
in this sense, they try to balance between the speed and the
accuracy.

Apart from the first interval, the triangles (one) occupy the
left upper part of the figures, resulting in precise solutions and
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even the most accurate ones.
The crosses only perform well in the first interval, but then

there are dominant.
When we turn to the implementation of motions, the imple-

mentation of ordered performed very nicely as a new player.
The fact that we start by first processing the low-ranking
objects—that cause the small changes—has clearly proven to
be efficient in the first two intervals, reaching two-two podium
positions. If we compare the efficiency in the lower left corner
of the figure (ignoring the speed) we get the order of o-a-r-i,
i.e. by fixing the structure and merging step we go from the
most powerful method to the weakest.

In the third and fourth intervals, we cope with orders i-a-
r-o and i-r-a-o, respectively. Partly this is the reason that in
the third interval the method SaR is also a Pareto optimum
beside the method RiR, and the method of RaR is just
behind SaR. In the fourth interval, for similar reasons we
can discover the Pareto optimum chain of methods RiR-RrR-
SrR-RaR-SaR-SoR. Therefore, by prioritising the speed of
the implementations all and reversed can play a role.

The motion step’s independent implementation is very di-
visible. The SiI and SiR methods perform poorly for every
interval. However, RiR is considered to be the Pareto optimum
in the last two intervals, and it is very close to it in the
second interval too. Additionally, the most accurate method
of the last two intervals is SiO. The latter may be due to the
fact that larger clusters are formed here, so moving an object
from cluster g to cluster h in this implementation means that
elements of g and h will be excluded from moving in that
step. So from the four moving methods, it moves the least
amount of items. Implementation O also means a one-time
merging, so we change our partition the least as possible with
this method. Many of these small changes—together—give the
closest partition.

If we summarise the above statements, we see that each
implementation and structure has its own place, and it is
worth using different methods under different circumstances
(for different q values).

V. CONCLUSION AND FURTHER WORK

We’ve reviewed our previously described methods and im-
plemented two new ways to move our objects in order of
their importance and process them accordingly. We carried
out a much larger and more thorough experiment than before,
which included the new methods too. We elected four inter-
vals of [0, 1] in which the methods perform differently. By
restricting our experiments to these intervals we determined
which methods should be used for a given tolerance relation.

Python implementations were suitable for prototyping, test-
ing new and newer ideas. Now we wish to develop a faster
(probably C++) implementation that constantly updates the
values of forces a(x, g) when changing the partition, and stores
whether the information on objects that need to be moved or
joined is valid or outdated.

This can eliminate unnecessary calculations, which can
speed up our methods. It should be taken into account how
much energy such an administration needs, and whether it
makes the software faster or slower.
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Abstract—This paper addresses the comparison of algorithms
for a version of the Network Utility Maximization (NUM)
problem. The joint formulation of routing and transmission
rate control within the multi-user and single-path setting is
assumed within the NUM. Since the problem is NP-hard, the
efficient heuristics are designed, implemented and compared
experimentally with other existing heuristics and exact linear
programming solver. The linear approximation is applied for
a nonlinear utility function. The results of the experiments
demonstrate a trade-off between computing time and precision
of goal value.

Index Terms—Mathematical programming, network optimiza-
tion problem, network utility maximization, rate allocation,
congestion control, multi-rate computer networks, routing, NP-
hard problem, heuristic algorithm

I. INTRODUCTION

The Network Utility Maximization (NUM) problem was
introduced by Kelly et al. in 1998 [10]. Within the problem a
single route is associated with a user (constant to the problem)
and the goal is to maximize aggregate utility of all user rates
(variable to the problem). Such a basic NUM problem is
known to be polynomial-time solvable [17]. We refer to such
a problem as the basic NUM.

This article addresses an extended problem where both user
rates and routes are variable to the problem. We refer to such
a problem as the extended NUM problem or simply, the NUM
problem. Wang et al. prove such a problem to be NP-hard [17].
As a consequence, efficient heuristics are needed for larger
networks.

Such a joint formulation of the problem is useful since path
selection determines link congestion and the problem can be
solved efficiently. Efficiency is becoming a critical problem
in many application areas, e.g. in multimedia WSN (Wireless
Sensor Networks). Multimedia data producing wireless sensor
nodes require higher bandwidth, higher energy usage, and
strict quality of service (QoS) requirements [13]. Additionally,
we are interested in techniques to achieve fairness of multi-
stream allocations [10] [11] [3].

We designed and implemented several heuristics and com-
pared their performance with other existing heuristics and the
exact linear programming solver. Due to the fact that our
utility function was nonlinear, we applied linear approximation
within optimization procedure. The results of the experiments

demonstrate a trade-off between computing time and precision
of algorithms.

Since our approach is centralized, it cannot be used directly
in multi-rate networks operating in a distributed way. However,
there are certain applications where our heuristics can be
found useful. Firstly, in applications where centralized network
controllers are applied, e.g. SDN. Secondly, to estimate a gap
between single and multiple path solutions [18].

II. MOTIVATION AND RELATED WORK

A. The complexity of various versions of network utility max-
imization problem

The complexity of the basic and the extended NUM was
stated in the introduction. However, for various problem mod-
ifications it may differ. The decision version of m-commodity
flow problem with fixed rates and single-path setting is NP-
complete [4]. It is proved by reduction from the decision
version of the bin-packing problem. In [5] it is shown that even
the decision version of two-commodity integral flow problem
is NP-complete, by reduction from the SAT problem.

B. Distributed models

Since the work of Kelly et al. [10] was published, there have
been many works on price-based distributed network utility
maximizing methods. Chiang et al. [3] present the TCP/IP joint
optimization example and solve it through distributed decom-
position. Horizontal decomposition of TCP-AQM Congestion
Control to share link capacities among competing users is
described. Vertical decomposition of TCP/IP Joint Congestion
Control and Routing is described.

C. Centralized control in SDN networks

Amokrane el al. [1] propose an online energy efficient flow-
based routing approach for SDN controller, which allows for
dynamic reconfiguration of existing flows (paths and rates).
Huang et al. [8] solve utility-optimized flow-level bandwidth
allocation in hybrid SDNs.

D. Importance of single-path routing

Single-path routing is still important from the practical
point of view in the following areas: hybrid SDN networks
[8], energy-aware networks [1] [9], IP networks [3] [10],
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MANETs (Mobile Ad hoc NETworks) [16] and WSNs [13].
It imposes a smaller overhead in implementation and is less
expensive to support, as opposed to the multi-path [18]. Multi-
path routing, as opposed to single-path routing has several
disadvantages/challenges: data packet reordering, route main-
tenance, route discovery and a computational overhead.

E. Fairness and Efficiency

In literature there are various definitions of fairness. Two
of them are most common: Max-min fairness [14], and pro-
portional fairness [10] [14] [19] [11] [3]. The proportional
fair vector comes as a solution to maximization of aggregate
utility given by the equation (11) . Utility functions can be
interpreted as the level of elasticity of application traffic, user
satisfaction, optimality of resource allocation efficiency, as
well as fairness [3]. If α = 0, the NUM problem reduces
to system throughput maximization. If α = 1, proportional
fairness among competing users is attained. And finally, if
α = ∞, then max-min fairness is achieved (Lee et al. [11]).
The improvement in fairness is achieved by sacrificing the
network efficiency. As the value of α increases, the total rate
decreases. Our problem formulation assumes α = 1/2 for
heuristics testing purpose.

F. Multicommodity flow problem and its heuristics

Our problem belongs to a class of more general flow
problems, namely the multicommodity flow problem (MFP)
(Leighton et al. [12]). However, our formulation is single-path,
as opposed to the multi-path formulation in MFP. Additionally,
we do not assume a fixed demand for each source-destination
pair, but express such a demand with utility function. MFP
heuristics may be found in many works e.g. Garg and Kone-
mann [7], Fleisher [6].

G. Heuristics for NUM with single-path routing

Drwal [4] defines Utility-Maximizing Network Design prob-
lem understood as joint optimization over rates and paths
(single-path). The work introduces Maximum Spanning Tree
based algorithm, which gives a solution not less than a factor
O( 1

m ) of an optimal solution, where m is the number of pairs.
Wang et al. [18] introduce several upper-bounds to estimate

the performance gap between multi- and single-path solutions
of joint optimization of transmission rates and paths. They
introduce two heuristics: vertex-projection and greedy-branch-
and-bound.

III. MAIN RESULTS

In our paper we compared experimentally several heuristics
to the NUM problem: MstNum (see alg 1), IterativeMst-
Num (see alg 2), LPRoundingNum (see alg 3), LPBestPath-
Num (see alg 4) and IterativeLPBestPathNum (see alg 5).

Our main contribution is the design of two heuristics:
IterativeMstNum (an iterative procedure based on maximum
spanning tree) and IterativeLPBestPathNum (an iterative pro-
cedure based on LP solver).

The other heuristics may be found in literature: MstNum
[4], LPRoundingNum [4] [18] and LPBestPathNum [18].

All the algorithms are implemented and compared experi-
mentally with MilpNum (see alg 6), which gives an optimal
solution.

IV. PROBLEM DEFINITION

Let’s assume:
1) G = (V,E) an undirected graph representing a network,

where V is a set of nodes and E a set of edges (this
model could also be defined for a directed graph)

2) c : E → [0,∞) capacity function
3) S a set of users
4) Fst = {(sk, tk) ∈ V ×V : k ∈ S, and sk, tk ∈ V } a set

of (source,target) pairs - demands for transmission
5) u : S × [0,∞) → [0,∞) utility function
6) u(k, x) = uk(x) utility value of transmission rate x for

the user k ∈ S

The problem is to find a set of pairs {(xk, Pk) : k ∈ S},
where xk is a non-negative transmission rate assigned to the
user (2), Pk is a transmission path in the graph G from sk to tk,
assignments do not exceed (altogether) the edge capacity (3)
and rates are maximized (1). Such an extended NUM problem
is a generalization of the basic NUM formulated by Kelly [10].

max
∑

k∈S

uk(xk) (1)

For the purpose of the article we assume ∀i,j,∈S ui = uj .

∀k∈S xk ≥ 0 (2)

∀{u,v}∈E(G)

∑

k, s.t. {u,v}∈E(Pk)

xk ≤ c(u, v) (3)

MILP formulation: In MILP each flow fk takes a single
path Pk from the source sk to the target tk. We introduce a real
variable fkuv which indicates the amount of flow fk passing
via edge (u, v). The variable fkuv is defined to indicate u → v
flow direction and fkvu reverse. We rewrite the constraint (3)
as (4). We set a requirement that the flow is balanced (5),
except source and terminal nodes (6)(7).

∀{u,v}∈E(G)

∑

k, s.t. {u,v}∈E(Pk)

fkuv + fkvu ≤ c({u, v}) (4)

∀k∈S ∀u∈V \{sk,tk}
∑

v:{v,u}∈E(G)

fkvu =
∑

w:{u,w}∈E(G)

fkuw

(5)

∀k∈S

∑

w:{sk,w}∈E(G)

fkskw = xk (6)

∀k∈S

∑

v:{v,tk}∈E(G)

fkvtk = xk (7)

We introduce a binary variable ykuv which indicates
whether flow fk is passing via edge (u, v) (8). The variable
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ykuv is defined to indicate u → v flow direction and ykvu
reverse.

∀k∈S ∀{u,v}∈E(G) ykuv, ykvu ∈ {0, 1} (8)

We bind the variable ykuv with the variable fkuv using two
additional constraints (9)(10).

∀kuv:k∈S,{u,v}∈E(G) fkuv ≤ ykuv · c({u, v}) (9)

∀kuv:k∈S,{u,v}∈E(G) ykuv ≤ fkuv ·M (10)

where M is a large number.
In practice, fair allocations of capacity are needed. This

can be obtained by choosing the utility function properly. In
literature [3] [10] [4] most common is a family of functions:

uk(xk) =

{
wk

1
1−αx

1−α
k , α > 0, α 6= 1

wklog(xk), α = 1
(11)

For the experiment purpose, we have chosen α = 1/2,
which gives the function (12). We assume flow value to be
non-negative (2).

∀k ∈ S uk(x) = u(x) = 2
√
x (12)

We approximate the function (12) with three linear functions
over range x ∈ [0, 1] (see fig 1). Such a choice stems from
our assumption ∀{u, v} ∈ E(G) c(u, v) = 1. If links differ
in terms of capacity, approximation function could range from
0 to max edge capacity. For the approximation purpose, an
additional equation is introduced (14). The goal function (1)
is rewritten as (13).

max
∑

k∈S

(a1 · t1,k + a2 · t2,k + a3 · t3,k) (13)

where a1 = 12.00, a2 = 3.00, a3 = 1.3(3)

∀k∈S xk = t1,k + t2,k + t3,k (14)

where 0 ≤ t1,k ≤ 1/36, 0 ≤ t2,k ≤ 8/36, and 0 ≤ t3,k
Relaxed LP formulation: We relax the ykuv variable to

allow the flow to split and flow via multiple paths (15). Such
relaxation formulates the problem known in literature as Multi-
Commodity Flow (MCF). Since this is a linear program, MCF
can be solved in polynomial time [15].

∀k∈S∀{u,v}∈E(G) ykuv, ykvu ∈ [0, 1] (15)

In this NUM formulation all constraints { (2), (4), (5), (6),
(7), (14) } hold except {(8),(9),(10)}, which are replaced with
(15).
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Fig. 1. Approximation of utility function uk(x) = 2
√
x

V. ALGORITHMS

To solve the NUM problem we have implemented the
algorithms below. Some of them have been designed by us
and some taken from literature (see chapter III Main results).

1) MstNum(G, c, Fst) (see alg 1)
2) IterativeMstNum(G, c, Fst) (see alg 2)
3) LPRoundingNum(G, c, Fst) (see alg 3)
4) LPBestPathNum(G, c, Fst) (see alg 4)
5) IterativeLPBestPathNum(G, c, Fst) (see alg 5)
6) MilpNum(G, c, Fst) (see alg 6)
All the algorithms assume the following input parameters:
• G graph representing a network
• c capacity function
• Fst a set of demands for transmission

and output parameters:
• FAS such a set of pairs {(xk, Pk) : k ∈ S} that

constraints (2)(3) are satisfied
• U aggregate utility function value.

A. MST based NUM

The algorithm MstNum is based on [4]. It uses single MST
(Maximum Spanning Tree) run (line 1). All flow paths belong
to the MST (line 3). If competing flows pass the same edge,
the edge capacity is shared among the flows proportionally
with the use of min function (line 11).

In the worst case (having a network with |E| = m parallel
edges spanned between two vertexes), assuming ∀e∈Ec(e) =
k, and |S| = m, the heuristics MstNum gives a ratio of a
solution to an optimal solution equal to 1/m. It is shown in
[4] that the algorithm never returns a solution that is less than
a factor O( 1

m ) of an optimal solution.

B. Iterative MST based NUM

The algorithm IterativeMstNum offers a large improvement
over MstNum with respect to maximization of the goal func-
tion. It consists of two phases (init phase and iterative phase).
The first phase (init) runs MstNum (line 1). The second phase
runs an iterative utility improvement procedure (lines 3-28).
Within each iteration (a single while loop), |S| solutions are
found (line 4-21), compared and the best one is selected (line
22) to produce the input flow allocation set (FAS) for the next
iteration (line 26). To find an i-th solution (within an iteration)
the algorithm produces i-th MST (line 16) taking c

′
as the
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Algorithm 1 MstNum(G, c, Fst)
1: T = MST (G, c, Fst)
2: for i ∈ S do
3: Let Pi be siti-path in T
4: Update FAS with Pi

5: x
′
i = min{u,v}∈E(Pi) c(u, v)

6: xi = x
′
i

7: end for
8: for e ∈ E(T ) do
9: let Shre = {i ∈ S : e ∈ E(Pi)}

10: if (|Shre| > 1) then
11: ∀k∈Shre let xk = min(xk,

x
′
k∑

ℓ∈Shre
x
′
ℓ

· c(e))
12: Update FAS with xk

13: end if
14: end for
15: return (FAS,

∑
k∈S u(xk))

k

ε−

m

k

1
e

2
e

m
e

...

ε−

m

k

Fig. 2. Worst case for IterativeMstNum

graph edge capacity (lines 6-15), which equals c decreased by
the capacity used by the other users, and re-routes i-th flow to
a possibly better location within the i-th MST (the new route
may be the same as the previous one) (line 17). The ∆i is
computed as the aggregated sum of i-th flow utility difference
and all j-th flow utility difference (line 20). The best solution
is selected ∆max (line 22). If the objective improvement is
less or equal to ∆ε, the stop condition is satisfied (line 24).

In the worst case (see fig 2), assuming |S| = m, a ratio of a
solution to an optimal solution is determined by the equation
(16). For m ≫ 1 the ratio approximates to 1/2. The algorithm
IterativeMstNum never returns a solution that is less than a
factor O( 12 ) of an optimal solution.

sol

opt
=

1

2− 1/m
(16)

However, for practical networks the heuristics exposes a
solid ratio (see chapter VI Computational results).

C. Linear program relaxation and rounding NUM

The algorithm LPRoundingNum (a slight improvement of
the one given in [4]) begins with solving linear program
relaxation in phase1 (line 3). Subsequently in phase2 (lines 5-
14) a rounding is done by random selection of the single path
for each user. Finally, in phase3 (line 16) the LP problem is

Algorithm 2 IterativeMstNum(G, c, Fst)
1: FAS = MstNum(G, c, Fst)
2: stop = false
3: while (stop == false) do
4: for i ∈ S do
5: (x

′
i, P

′
i ) = FAS(i)

6: for (u, v) ∈ V × V do
7: cothers(u, v) = 0
8: for j ∈ S, s.t. j 6= i do
9: (x

′
j , P

′
j ) = FAS(j)

10: if (u, v) ∈ P
′
j then

11: cothers(u, v) = cothers(u, v) + x
′
j

12: end if
13: end for
14: c

′
(u, v) = c(u, v)− cothers(u, v)

15: end for
16: Ti = MST (G, c

′
, Fst)

17: Let P
′′
i bet siti-path in Ti

18: x
′′
i = min(u,v)∈P

′′
i

c
′
(u, v)

19: ∀j∈S,j 6=i recalculate x
′′
j using the idea given in

alg 1 (lines 2-14)
20: Compute ∆i = u(x

′′
i )−u(x

′
i)+

∑
j∈S,j 6=i(u(x

′′
j )−

u(x
′
j)) using (12)

21: end for
22: ∆max = max{∆i}i∈S

23: if (∆max ≤ ∆ε) then
24: stop = true
25: else
26: Update FAS with the best solution in the current

iteration (x
′′
max, P

′′
max)

27: end if
28: end while
29: return (FAS,

∑
k∈S u(xk))

solved again taking fixed single paths identified in the previous
phase as a constraint.

D. LP Best Path NUM

The algorithm LPBestPathNum begins with solving linear
program relaxation (line 3). Within the relaxed LP solution,
for each k ∈ S the single max path (max min ykuv on the
path) is identified as Pk (line 6). The procedure is using the
BFS (Breadth First Search) for that purpose. Finally, the LP
problem is solved again taking fixed single paths identified
(line 9) as a constraint. The algorithm is similar to the vertex
projection method given in [18].

E. Iterative LP Best Path NUM

The algorithm IterativeLPBestPathNum constitutes |S| + 1
iterations. In each {1, .., |S|} iteration, linear program relax-
ation is solved (line 7). Within the relaxed LP solution, for
each i ∈ S \ S′ the single max path Pi (max min yiuv on
the path) is selected (line 10). Among the |S \ S′|-paths, the
best (max) Pi is selected and added to the model (line 14) as

32 COMMUNICATION PAPERS. LEIPZIG, 2019



Algorithm 3 LPRoundingNum(G, c, Fst)
1: Create a problem with goal as (13)
2: Add constraints {(2),(4),(5),(6),(7),(14),(15)} to the

problem
3: Solve the problem
4: Retrieve {y(k,u,v)∈S×V×V } and U from the problem

solution
5: for k ∈ S do
6: Set vertex u ∈ V s.t. u = sk
7: while (u! = tk) do
8: Let’s define a set Ru = {vi: (u, vi) ∈ V ×

V and ykuvi
> 0}

9: Let’s define a probability function Prob which as-
signs for each vi probability equal to ykuvi∑

vj∈Ru
ykuvj

10: Choose randomly vi ∈ Ru, where probability of
selecting an element vi equals Prob(vi)

11: Add vertex vi to Pk

12: u = vi
13: end while
14: end for
15: Add constraints {Pk : k ∈ S} to the problem
16: Solve the problem
17: Retrieve {xk : k ∈ S} and U from the problem solution
18: Update FAS with values {(xk, Pk) : k ∈ S}
19: return (FAS,

∑
k∈S u(xk))

Algorithm 4 LPBestPathNum(G, c, Fst)
1: Create a problem with goal as (13)
2: Add constraints {(2),(4),(5),(6),(7),(14),(15)} to the

problem
3: Solve the problem
4: Retrieve {y(k,u,v)∈S×V×V } and U from the problem

solution
5: for k ∈ S do
6: Using the BFS based procedure choose the max path

Pk with value yPk
(max min ykuv on the path)

7: end for
8: Add constraints {Pk : k ∈ S} to the problem
9: Solve the problem

10: Retrieve {(xk, Pk) : k ∈ S} and U from the problem
solution

11: Update FAS with values {(xk, Pk) : k ∈ S}
12: return (FAS,

∑
k∈S u(xk))

a constraint (random selection, since there may be more than
one best path (line 13)). The constraint forces i-flow to use
only Pi edges in the next iterations.
In the last |S|+1 iteration the LP relaxation is solved assuming
single fixed paths for all the k ∈ S flows (line 17).

F. Mixed integer linear program NUM

The algorithm MilpNum is based on MILP formulation of
the problem. It is a single phase algorithm (line 3).

Algorithm 5 IterativeLPBestPathNum(G, c, Fst)
1: Create a problem with goal as (13)
2: Add constraints {(2),(4),(5),(6),(7),(14),(15)} to the

problem
3: Let’s initiate a set of users with fixed single path S′ = ∅
4: stop = false
5: while (stop == false) do
6: if (S \ S′ is not ∅) then
7: Solve the problem
8: Retrieve {y(k,u,v)∈S×V×V } and U from the

problem solution
9: for i ∈ S \ S′ do

10: Using the BFS based procedure choose the max
path Pi with value yPi

(max min yiuv on the
path)

11: end for
12: Let’s define a set M as following M = {i ∈ S \

S′: yPi · xi == max{yPj · xj}j∈S\S′}
13: Choose randomly i ∈ M , where probability of

selecting an element i equals 1
|M |

14: Add constraint Pi to the problem
15: S′ = S′ ∪ {i}
16: else
17: Solve the problem
18: stop = true
19: end if
20: end while
21: Retrieve {(xk, Pk) : k ∈ S} and U from the problem

solution
22: Update FAS with values {(xk, Pk) : k ∈ S}
23: return (FAS,

∑
k∈S u(xk))

Algorithm 6 MilpNum(G, c, Fst)
1: Create a problem with goal as (13)
2: Add constraints {(2),(4),(5),(6),(7),(8),(9),(10),(14)} to the

problem
3: Solve the problem
4: Retrieve {(xk, Pk) : k ∈ S} and U from the problem

solution
5: Update FAS with values {(xk, Pk) : k ∈ S}
6: return (FAS,

∑
k∈S u(xk))

VI. COMPUTATIONAL RESULTS

A. Experiment Setup

The algorithms were programmed in Python 2.7 with the
use of CPLEX Python library 12.8.0. The algorithm MilpNum
uses CPLEX executable. All the simulations were run on a PC
with 2-core 2.7GHz and 8GB RAM.

The experiments were conducted on five types of networks.
The first network Net7 with 7 nodes and 10 links [9]. The
second network Net22 with 22 nodes and 40 links [2]. In
the second network nodes 1-8 and T (which is a network
exit node) were source-destination nodes, whereas nodes 9-
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Fig. 3. Network aggregate utility (experiments S1− S11)

21 were transit nodes. The third, grid network Net64 with
8x8 nodes. The fourth network Net42 with 40 disjoint paths
spanned between node 1 and 42. Finally, the fifth, grid network
Net400 with 20x20 nodes. In all the networks above each link
had a capacity equal to 1.

1) Verification of algorithm performance for different net-
work structure and size: The experiment parameters were as
follows: S1 - Net7, 10 pairs as given in [9]; S2 - Net22, 10
users randomly selected 1; S3/4 - Net22, 20 users randomly
selected 1, S5 - Net22, 50 users randomly selected 1; S6 -
Net64, 20 users: 10 x (1,64) and 10 x (8,57); S7/8 - Net64,
20 users randomly selected; S9/10 - Net64, 20 users randomly
selected 2; S11 - Net42, 20 users (1,42).

The algorithm IterativeMstNum was run with ∆ε = 0.1.
In each experiment, the algorithms: LPRoundingNum,

LPBestPathNum and IterativeLPBestPathNum were run 20
times and the average values of objective Uavg and execution
time Tavg are presented.

2) Verification of algorithm performance for different num-
ber of users: Additional 10 experiments (on Net64) were
conducted to demonstrate an increase in utility and time upon
an increase in the number of users: S12 - 10, S13 - 20, ... ,
S21 - 100 users 2.

3) Verification of algorithm performance for a large net-
work: Finally, additional 3 experiments were conducted to
capture utility and time for the Net400: S22 - 20, S23 - 50,
S24 - 100 users 2.

1 50% of the pairs constitute internal traffic (between nodes
1-8), and 50% of the pairs constitute external traffic (between
nodes 1-8 and T)

2 Traffic sources and targets were located on the grid edge,
and were randomly selected. Each smaller user set was a subset
of a larger set.
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B. Performance of IterativeMstNum heuristics

1) Different network structure and size - experiments S1−
S11: IterativeMstNum vs MstNum. The results from S1 −
S11 demonstrate a large improvement in the objective value
of the algorithm IterativeMstNum in comparison to MstNum
(Fig. 3) - efficiency (utility) was even several times higher as
high.

IterativeMstNum vs LPRoundingNum. The utility values
of IterativeMstNum observed in S1 − 5, 9 were not as high
as the average ones achieved by LPRoundingNum (utility of
LPRoundingNum was higher by 4% − 51% (Fig. 3)). On the
other hand, in S6 − 8, S10 − 11 the results were in favor
of IterativeMstNum (utility of IterativeMstNum was higher by
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TABLE I
UTILITY AND TIME FOR A LARGE NETWORK (EXPERIMENTS S22− S24)
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U T [s] Uavg Tavg [s] Uavg Tavg [s]
S22 20 33,36 10,96 31,54 27,09 36,18 139,78
S23 50 38,85 30,34 63,59 341,51 77,46 6152,44
S24 100 36,49 208,56 109,40 5129,93 - -

4%− 31% (Fig. 3)).
When it comes to the observed execution time, the algo-

rithms IterativeMstNum and LPRoundingNum exposed similar
performance, slightly in favour of LPRoundingNum (Fig. 4).

IterativeMstNum vs MilpNum. The objective values of
IterativeMstNum observed in the experiments S6, S11 were
very close to the ones achieved by MilpNum. In the experiment
S6 the value of MilpNum, lower than the value of IterativeM-
stNum, can be explained by an approximation error (Fig. 3).
For a small number of users (S1, S2) the observed distance
from the optimum (MilpNum) was not more than 12% , for a
larger number of users (S3− S5, S7− 10) it ranged between
11% and 80%.

2) Different number of users - experiments S12−S21: It-
erativeMstNum vs LPBestPathNum. In general, the observed
utility of IterativeMstNum increased when the number of users
grew, however the function was not monotonic. The utility was
comparable with the one achieved by LPBestPathNum when
the number of users was not high, up to 40 users for Net64
(Fig. 5). Then, the utility difference was not higher than 35%.
When the number of users was 10, for Net64, the utility of
IterativeMstNum was higher by 11%. This number of users

was correlated with the number of user-disjoint paths.
The time of execution of IterativeMstNum was comparable

with the one achieved by LPBestPathNum regardless of the
number of users (Fig. 6).

3) Large network - experiments S22− S24: IterativeMst-
Num vs LPBestPathNum. The utility of IterativeMstNum was
comparable with the one achieved by LPBestPathNum when
the number of users was not high (TABLE I). When number
of users was 20, for Net400, the utility of IterativeMstNum
was higher by 5.8%. The same remark on user-disjoint paths
applies, as above.

The time of execution of IterativeMstNum was much smaller
than the one achieved by LPBestPathNum (an order of mag-
nitude when the number of users was high - TABLE I).

C. Performance of LPBestPathNum and IterativeLPBestPath-
Num heuristics

1) Different network structure and size - experiments S1−
S11: LPBestPathNum vs LPRoundingNum. The average
objective values of LPBestPathNum observed in the most of
the experiments S1− S11 were superior to LPRoundingNum
by up to 9.7% (Fig. 3), except for S1, S4 - 1% and 3.6%
opposite difference, respectively. Both heuristics demonstrated
very similar execution time (Fig. 4).

LPBestPathNum vs IterativeLPBestPathNum. In S1−S11
the average observed objective values of IterativeLPBestPath-
Num were higher than values of LPBestPathNum by up to
14.5%, except for the parallel edge network (Net42) by 31%
(Fig. 3). However, IterativeLPBestPathNum exposed higher
execution time due to additional |S| − 1 iterations (Fig. 4).

IterativeLPBestPathNum vs MilpNum. In S1 − S6, S11
the optimal objective values (MilpNum) were higher than
IterativeLPBestPathNum solution by not more than 1.5%. In
S7, S9− 10 - by not more than 4.8%. In S8 - by 7.9%.

2) Different number of users - experiments S12 − S21:
IterativeLPBestPathNum vs LPBestPathNum. In S12− S21
the average objective values of IterativeLPBestPathNum and
LPBestPathNum grew when the number of users grew. The
utilities of IterativeLPBestPathNum were higher than those
of LPBestPathNum (Fig. 5). The observed difference became
smaller when the number of user grew. As observed, from
16% for 10 users to 2% for 100 users.

However, IterativeLPBestPathNum required much longer
computation times than LPBestPathNum, with an increasing
number of users (Fig. 6).

3) Large network - experiments S22 − S24: Itera-
tiveLPBestPathNum vs LPBestPathNum. The utility differ-
ence between IterativeLPBestPathNum and LPBestPathNum
was more visible for large networks (20x20 nodes), as ob-
served 14.7% (20 users) - 21.8% (50 users) in favor of the
former (TABLE I). However, the computation time of Itera-
tiveLPBestPathNum for a large networks and large number of
users may not be practically attainable (TABLE I).

D. Performance of MilpNum solver
The experiments S7−10 showed that MilpNum may expose

a very long computation time to achieve an optimal solution,
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in the range of hours (Fig. 4). A possible, way around for
MilpNum would be to configure the automatic termination
when reaching a defined solution gap. As an example, in the
experiment S9 MilpNum gave the value 26,22 (gap 16,95%)
in 12s and 29 (5,75%) in 90s. IterativeLPBestPathNum gave
29,928 in 8,4s. In S10 MilpNum gave 30 (11,11%) in 12s and
31,66 (5%) in 268s. IterativeLPBestPathNum gave 31,962 in
8,2s.

VII. CONCLUSIONS

Since our problem is NP-hard, search for optimum (Milp-
Num) may not be practically attainable even for medium-sized
grid networks (8x8 nodes) and a small number of users (∼ 20).

The experiments show that the algorithm LPBestPathNum
demonstrates a reasonably good trade-off between computing
time and precision of the utility value.

As observed, our LP-based heuristics IterativeLPBestPath-
Num demonstrates up to ∼ 15% higher utility, on networks
with up to 64 nodes and 50 users, but it is slower, in com-
parison to LPBestPathNum. The difference in utility may be a
few percent bigger for large grid networks (20x20 nodes) and a
high number of users (∼ 50), and even more for a special type
of network - parallel edges. The bigger difference is caused
by the edge allocation conflict. The IterativeLPBestPathNum
reduces the probability of such conflicts by iterative path fixing
(a single path fixed for each iteration).
The utility values of IterativeLPBestPathNum, on network with
up to 64 nodes and 50 users, are lower than MilpNum by only
∼ 2% on average.
The successful IterativeLPBestPathNum computations were
conducted for grid networks with up to 20x20 nodes and
50 users. For comparison, the successful and not terminated
MilpNum computations were conducted for grid networks with
up to 8x8 nodes and 20 users.

As observed, our MST-based heuristics IterativeMstNum
ensures reasonably good utility in certain cases. When the
number of users is not high (the number is correlated with
the number of user-disjoint paths), the IterativeMstNum utility
is lower than MilpNum by not more than ∼ 10%. With such
an assumption it has efficiency comparable to LPBestPathNum.
When the number of users grows, the gap between IterativeM-
stNum and LPBestPathNum increases. The IterativeMstNum
has utility which is equal to optimal for a special type of
network - parallel edge network, since it avoids allocating
the same edge to competing streams if alternative ones are
available. In such networks, it may be much more efficient
than LPBestPathNum (e.g. S11− 30%).
On average, for the observed cases, the IterativeMstNum utility
value is lower than MilpNum by ∼ 25%.
Additionally, IterativeMstNum has computing time compara-
ble to LPBestPathNum for small and medium-sized networks.
For large networks and a high number of users, it may be
an order of magnitude faster than LPBestPathNum. Finally,
it does not use LP solver but a simple MST-based iterative
procedure.
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Abstract—This paper is a continuation of the discussion un-
dertaken in paper [31]. We present in the current paper the cor-
rected, and also given in a slightly changed form, Vandermonde
formulae for the roots of some quintic polynomials considered in
J.P. Tignol’s monograph [26]. The proofs of selected trigonomet-
ric identities from [31] are given and some new identities have
been generated by the occasion, which also can be used for testing
our Langrange algorithm for the case of cubic polynomials.
Moreover, we present here the decomposition of polynomials
belonging to some two-parameter family of polynomials related
to the Chebyshev polynomials of the first kind.

Keywords – Lagrange algorithm, Chebyshev polynomials

I. INTRODUCTION

In paper [31] we have presented an algorithm (the so called

Lagrange algorithm) for determining the complex roots of

real polynomials which appeared to be more effective than

the symbolic calculations proposed in Mathematica software.

Many cubic polynomial, considering the polynomials used

for testing our Lagrange algorithm, led us to some attractive

trigonometric relations (see the appendix which is an important

supplement of paper [31]). In the current paper we propose

to repeat our previous considerations for the case of quintic

polynomials and for the polynomials of higher degrees as well.

Let us also recall that the complex roots of quintic polyno-

mials and the polynomials of higher degree, described with

the aid of elliptic functions and hypergeometric functions,

are well known (see [2], [12]). Certainly, the computational

usefulness of such solutions is not good, it still remains in

the sphere of future discoveries. At present, we have to limit

the calculations, especially the symbolic calculations, just for

the selected families of polynomials, for which the formulae

describing roots are well known and are in the ”numerically

accepted” form.

II. VANDERMONDE FORMULAE

Next of the investigated quintic polynomials

x5 − x4 − 4x3 + 3x2 + 3x− 1 =

5∏

k=1

(
x+ 2 cos

2kπ

11

)

delivered to us many unexpected emotions. So in mono-

graph [26] the following identity, based on the Lagrange resol-

vent method of solving the algebraic equations, is suggested

x =
1

5

(
1 + ∆′ +∆′′ +∆′′′ +∆IV

)
, (1)

where x is one of the roots of this polynomial. However

the description of expressions ∆′, ∆′′, ∆′′′ and ∆IV , given

in [26], ”seems to be” incorrect. It should be, and this is

already our correction of these relations: ∆′ = 5
√
d1, ∆′′ = ∆′,

∆′′′ = 5
√
d3, ∆IV = ∆′′′, more precisely, ∆′ and ∆′′′ are any

values of the respective complex roots of degree five taken

from numbers (respectively):

d1 =
11

4

(
89 + 25

√
5− 5i

√
5 + 2

√
5 + 45i

√
5− 2

√
5

)
,

d3 =
11

4

(
89− 25

√
5− 45i

√
5 + 2

√
5− 5i

√
5− 2

√
5

)
.

Identity (1) takes then the following trigonometric form1 (the

calculations were executed by hand with the intensive support

1We used in calculations the following identity

d

√
a + b

√
a+

√
a − b

√
a =

√
(d2 + 1)a + (b(d2 − 1) + 2cd)

√
a,

where a = b2 + c2, b, c ∈ C (the complex cases need some additional
verification).
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of Mathematica software):

−2 cos
2kπ

11
=

1

5

(
1 + 2

√
11 cos

(
1

5

(
ti + si arctan

ℑd1
ℜd1

))

+
√
11 cos

(
1

5

(
tj − rj arctan

ℑd3
ℜd3

)))

and hence, after simple algebraic transformations, we get

−5 cos
2kπ

11
− 1

2
=

√
11

(
cos

(
1

5

(
ti + si arctan

p

q

))

+cos

(
1

5

(
tj + rj arctan

pq

109

)))
, (2)

where p = 5 4
√
5, q =

√
877

√
5 + 1958, si, ri are the signs

and tn := 2(n− 1)π for every n = 1, 2, . . . , 5. By using the

Mathematica software we have found the following sequences

of the values of indices k, i, j and the signs si, rj for which

both the above identities hold true:

k i j si rj k i j si rj
1 3 3 −1 −1 3 1 4 +1 −1
1 3 4 −1 +1 3 1 4 −1 −1
1 4 3 +1 −1 4 2 2 +1 −1
1 4 4 +1 +1 4 2 5 +1 +1
2 3 2 +1 +1 4 5 2 −1 −1
2 3 5 +1 −1 4 5 5 −1 +1
2 4 2 −1 +1 5 2 1 −1 −1
2 4 5 −1 −1 5 2 1 −1 +1
3 1 3 +1 +1 5 5 1 +1 −1
3 1 3 −1 +1 5 5 1 +1 +1

III. QUINTIC POLYNOMIALS

In this section we discuss the monic irreducible quintic

polynomials f ∈ Q[x]. If the equation f(x) = 0 is solvable

by radicals, the quintic polynomial f(x) is said to be solvable.

First let us consider the quintic polynomial in the reduced form

x5 + a2x
2 + a1x+ a0 = 0,

called the principal quintic form, and

x5 + b1x+ b0 = 0,

called the Bring-Jerrard quintic form (see [1]).

It is known that if f(x) = x5 + axi + b ∈ Q∗[x], i = 1, 2,

where Q∗ := Q \ {0}, and disc f(x) > 02, then f(x) has

exactly one real root [24].

B.K. Spearman and K.S. Williams proved in [23] the

following result.

Theorem 1. Let a, b ∈ Q∗ be such that the quintic trinomial

f(x) = x5+ax+b is irreducible. Then f(x) is solvable if and

only if there exist the rational numbers ε ∈ {−1, 1}, c ≥ 0
and α 6= 0 such that

a =
5α4(3− 4εc)

c2 + 1
, b =

−4α5(11ε+ 2c)

c2 + 1
.

Moreover, if we set

D = c2 + 1,

2The discriminant of f .

{
v1 =

√
D +

√
D − ε

√
D, v2 = −

√
D −

√
D + ε

√
D,

v3 = −
√
D +

√
D + ε

√
D, v4 =

√
D −

√
D − ε

√
D,

u1 =
5

√
v21v3
D2

, u2 =
5

√
v23v4
D2

, u3 =
5

√
v22v1
D2

, u4 =
5

√
v24v2
D2

,

and w = exp(2πi/5), then the roots of x5 + ax+ b are equal

to x0, x1, x2, x3, x4, where

xi

α
=

4∑

k=1

wkiuk

= wiu1 +
w2iu2

1

√
D 5
√
ε

v1
+

w3iu3
1D

v1v3
− w4iu4

1

√
D3

v21v3
5

√
ε

D
,

for every i = 0, 1, 2, 3, 4.

For illustrating the application of the formulae from the

above theorem let us find the complex roots of polynomial

x5 + 11x+ 44,

which we get for parameters ε = 1, α = −1, c = 2/11. By

using the above formulae, supported by Mathematica software,

we derive the following formulae

x0 = λ(ξ1 − ξ2 − ξ3 − ξ4) ≈ −1.87775,

x1 = −λ
(
e

3πi
5 ξ1 + e

2πi
5 ξ2 + e

4πi
5 ξ3 − e

πi
5 ξ4

)

≈ 1.80012− 1.44746i,

x2 = −λ
(
e

πi
5 ξ1 + e

4πi
5 ξ2 − e

3πi
5 ξ3 + e

2πi
5 ξ4

)

≈ −0.861241− 1.9105i,

x3 = x̄2, x4 = x̄1,

where λ = − 5
√
11/54 and

ξk :=

(
(−1)k+1(50

√
5− 75) +

√
18125− 6169

√
5

)1/5

,

ξl :=

(
50

√
5 + 75 + (−1)l

√
18125 + 6169

√
5

)1/5

,

for k = 1, 2 and l = 3, 4.

J.A. Johnstone and B.K. Spearman in paper [11] proved the

following result.

Theorem 2. Let f(x) = x5 + x− a, where a ∈ Z. Then f(x)
is not solvable by radicals unless a = r5 + r for some integer

r, or a = ±1,±6. The last case was discussed and proved

earlier by S. Rabinowitz [21].

B.K. Spearman and K.S. Williams in paper [24] proved also

the completely unexpected result, given below.

Theorem 3. There exist only five essentially different, irre-

ducible, solvable, quintic trinomials x5 + ax2 + b, a, b ∈ Q∗,

namely: x5 + 5x2 + 3, x5 + 5x2 − 15, x5 + 25x2 + 300,

x5 + 100x2 + 1000 and x5 + 250x2 + 625.
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IV. APPENDIX

In paper [31] we have presented the following formulae
(
z − 2 sin

4π

13

)(
z − 2 sin

10π

13

)(
z − 2 sin

12π

13

)

= z3 −

√
13 + 3

√
13

2
z2 +

√
13z −

√
13− 3

√
13

2

(3)

(
z − 2 sin

2π

13

)(
z − 2 sin

6π

13

)(
z + 2 sin

8π

13

)

= z3 −

√
13− 3

√
13

2
z2 −

√
13z +

√
13 + 3

√
13

2

(4)

with the suggestion that they can be derived on the basis of

formulae given below

z3 +
1−

√
13

2
z2 − z +

√
13 + 3

2

=

(
z−2 cos

2π

13

)(
z−2 cos

6π

13

)(
z−2 cos

8π

13

)
,

(5)

z3 +
1 +

√
13

2
z2 − z −

√
13 + 3

2
(6)

=

(
z−2 cos

4π

13

)(
z−2 cos

10π

13

)(
z−2 cos

12π

13

)
.

To explain it better we decided to ”reveal” here the details

of the proof. Thus, by proving decomposition (3) and (4) we

used the following relations

8 sin
4π

13
sin

10π

13
sin

12π

13
= i
(
ei

4π
13 − e−i 4π13

)

×
(
ei

10π
13 − e−i 10π13

)(
ei

12π
13 − e−i 12π13

)

= 2 sin
2π

13
+ 2 sin

6π

13
− 2 sin

8π

13
,

(
2 sin

4π

13
+ 2 sin

10π

13
+ 2 sin

12π

13

)2

= 6 + 2

(
cos

2π

13
+ cos

6π

13
+ cos

8π

13

)

− 4

(
cos

4π

13
+ cos

10π

13
+ cos

12π

13

)
(5)
=
(6)

13 + 3
√
13

2
,

4

(
sin

4π

13
sin

10π

13
+ sin

4π

13
sin

12π

13
+ sin

10π

13
sin

12π

13

)
=

= 2

(
cos

2π

13
+ cos

6π

13
+ cos

8π

13

)

− 2

(
cos

4π

13
+ cos

10π

13
+ cos

12π

13

)
(5)
=
(6)

√
13,

8 sin
2π

13
sin

6π

13
sin

8π

13

= i
(
ei

2π
13 − e−i 2π13

)(
ei

6π
13 − e−i 6π13

)(
ei

8π
13 − e−i 8π13

)

= 2 sin
4π

13
+ 2 sin

10π

13
+ 2 sin

12π

13
,

(
2 sin

2π

13
+ 2 sin

6π

13
− 2 sin

8π

13

)2

= 6 + 2

(
cos

4π

13
+ cos

10π

13
+ cos

12π

13

)

− 4

(
cos

2π

13
+ cos

6π

13
− cos

8π

13

)
(5)
=
(6)

13− 3
√
13

2
,

4

(
sin

2π

13
sin

6π

13
− sin

2π

13
sin

8π

13
− sin

6π

13
sin

8π

13

)

= 2

(
cos

4π

13
+ cos

10π

13
+ cos

12π

13

)

− 2

(
cos

2π

13
+ cos

6π

13
+ cos

8π

13

)
(5)
=
(6)

−
√
13.

In order to complete the collection of formulae (3)–(6) we

give additionally the decompositions connected with the values

of tangent and cotangent functions of the respective ternary

sets of arguments
{

2π
13 ,

6π
13 ,

8π
13

}
and

{
4π
13 ,

10π
13 , 12π

13

}
. They are

of the following form
(
x− tan

4π

13

)(
x− tan

10π

13

)(
x− tan

12π

13

)

= x3 −
√
65− 18

√
13x2 + (13− 4

√
13)x−

√
65− 18

√
13,

since from formulae (3)–(6) we easily obtain the equalities

tan
4π

13
tan

10π

13
tan

12π

13
=

2 sin 4π
13 2 sin

10π
13 2 sin 12π

13

2 cos 4π
13 2 cos

10π
13 2 cos 12π

13

=

√
13−3

√
13

2√
13+3
2

=

√
13− 3

4

√
26− 6

√
13 =

√
65− 18

√
13,

tan
4π

13
+ tan

10π

13
+ tan

12π

13
= tan

4π

13
tan

10π

13
tan

12π

13
, 3

3The following identity holds

tanx+ tan y + tan(kπ − x− y) = tan x tan y tan(kπ − x− y)

for the respective values of x, y ∈ R and k ∈ Z, which in turn implies the
identity

cot x cot y + cotx cot(kπ − x− y) + cot y cot(kπ − x− y) = 1.

Moreover, if x1 + x2 + x3 = 2π, x1, x2, x3 ∈ R \ πZ, then the following
identities hold

−2 (cot x1 + cot x2 + cotx3) sinx1 sinx2 sinx3

= sin2 x1 + sin2 x2 + sin2 x3 = (sinx1 + sinx2 + sinx3)
2

− 2 sinx1 sinx2 − 2 sinx1 sinx3 − 2 sinx2 sinx3.

Proof. We have

cot x1 + cot x2 = − sin2 x3

sinx1 sinx2 sinx3
,

cot x1 + cot x3 = − sin2 x2

sinx1 sinx2 sinx3
,

cot x2 + cot x3 = − sin2 x1

sinx1 sinx2 sinx3
,

from which, by summing respectively by sides, we obtain the expected
equality.
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the last formula implies the following one

cot
4π

13
+ cot

10π

13
+ cot

12π

13
=

1
4
13+3

√
13

2 −
√
13
2

− 1
4

√
13−3

√
13

2

= −
√
2

4

√
13 + 3

√
13(

√
13− 1) = −

√
2

2

√
26 + 4

√
13,

tan
4π

13
tan

10π

13
+ tan

4π

13
tan

12π

13
+ tan

10π

13
tan

12π

13

= tan
4π

13
tan

10π

13
tan

12π

13

(
cot

4π

13
+ cot

10π

13
+ cot

12π

13

)

=

√
65− 18

√
13

(
−
√
2

2

√
26 + 4

√
13

)

= −
√(

65− 18
√
13
)(

13 + 2
√
13
)
= 13− 4

√
13.

The next formulae, derived by us on the way of algebraic tests

of the Lagrange algorithm, are as follows (we present them

without the proofs with respect to the length of this paper):

(
x− cot

4π

13

)(
x− cot

10π

13

)(
x cot

12π

13

)

= x3 +

√
2

2

√
26 + 4

√
13x2 + x−

√
1

13
(65 + 18

√
13),

(
x− tan

2π

13

)(
x− tan

6π

13

)(
x+ tan

8π

13

)
= x3−

√
65− 18

√
13x2 + (13 + 4

√
13)x−

√
65− 18

√
13,

(
x− cot

2π

13

)(
x− cot

6π

13

)(
x+ cot

8π

13

)

= x3 −
√
13− 2

√
13x2 + x−

√
1

13
(65− 18

√
13),

(
x− 2 cos

2π

21

)(
x− 2 cos

8π

21

)(
x− 2 cos

32π

21

)

=

(
x− 2 cos

2π

21

)(
x− 2 cos

8π

21

)(
x+ 2 cos

11π

21

)

= x3 − 1 +
√
21

2
x2 − 1−

√
21

2
x− 5−

√
21

2
,

(
x− 2 cos

4π

21

)(
x− 2 cos

16π

21

)(
x− 2 cos

64π

21

)

=

(
x− 2 cos

4π

21

)(
x+ 2 cos

5π

21

)(
x+ 2 cos

π

21

)

= x3 − 1−
√
21

2
x2 − 1 +

√
21

2
x− 5 +

√
21

2
,

since cos 16π
21 = − cos 5π

21 , cos 32π
21 = cos 10π

21 = − cos 11π
21 and

cos 64π
21 = − cos π

21 = cos 20π
21 . Finally the last formula is of

the form

6∏

k=1

(
x− 2 cos

2kπ

21

)
=

=

(
x3 − 1 +

√
21

2
x2 − 1−

√
21

2
x− 5−

√
21

2

)

×
(
x3 − 1−

√
21

2
x2 − 1 +

√
21

2
x− 5 +

√
21

2

)

= x6 − x5 − 6x4 + 6x3 + 8x2 − 8x+ 1.

Furthermore we have (see [29]):
(
x− 2 sin

2π

21

)(
x− 2 sin

8π

21

)(
x− 2 sin

32π

21

)

=

(
x− 2 sin

2π

21

)(
x− 2 sin

8π

21

)(
x+ 2 sin

10π

21

)

= x3 +

√
3−

√
7

2
x2 − 3 +

√
21

2
x+

√
3 +

√
7

2
,

(
x− 2 sin

4π

21

)(
x− 2 sin

16π

21

)(
x− 2 sin

64π

21

)

=

(
x− 2 sin

4π

21

)(
x− 2 sin

5π

21

)(
x+ 2 sin

π

21

)

= x3 −
√
3 +

√
7

2
x2 +

√
21− 3

2
x+

√
7−

√
3

2
,

since sin 16π
21 = sin 5π

21 , sin 32π
21 = − sin 10π

21 = − sin 11π
21 and

sin 64π
21 = − sin π

21 = − sin 20π
21 , which implies

6∏

k=1

(
x− 2 sin

2kπ

21

)

= x6 −
√
7x5 − 2x4 + 4

√
7x3 − 8x2 + 1.

V. SPECIAL FAMILIES OF POLYNOMIALS

There exist many special families of polynomials with the

well known sets of roots. However there is no any common

platform connecting these families and this is, to be honest,

a great challenge of our undertaking. Considering the special

families of polynomials, discovered by us, we want to empha-

size these ones, the origins of which can be found in Cardano’s

formulae (see for example [28]). So if Ωn(x) denote the so

called n-th Chebyshev polynomial defined by the relation

Ωn(x) := 2Tn

(x
2

)
,

where Tn(cos θ) = cosnθ is the n-th Chebyshev polynomial

of the first kind, then the following decompositions hold

(
√
p)nΩn

(
x√
p

)
− q =

n−1∏

k=0

(
x− aζ2k − bζ−2k

)
,

(−√−p)nΩn

(
ix√
p

)
+ q =

n−1∏

k=0

(
x− aζ2k+1 + bζ−2k−1

)
,
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where ζ = exp(iπ/n), a and b are any values from among

the n complex values of the following roots (respectively):

n

√
1

2

(
q +

√
q2 − 4pn

)
,

n

√
1

2

(
q −

√
q2 − 4pn

)
.

These formulae lead to many special cases, they generate many

trigonometric identities. However the disadvantage of these

identities is their dependence only on two complex parameters

p and q, no matter what is the value of the discussed poly-

nomial degree. We also observe some calculating difficulties

– however just on the same kind as in case of the classical

Cardano’s formulae.

VI. CONCLUSIONS

Our attempt of making the algorithms, serving for symbolic

determination of the complex roots of some real polynomials,

more effective brought us many practical advantages. We

have obtained the algorithms behaving better, at least in the

cases emphasized by us, in comparison with, for example, the

procedures used in Mathematica software. By the way we have

generated many original identities and we have discovered

new relations. We have also learned to avoid verious traps

appearing in the course of using the algebra of complex

numbers. Considering the future plans we intend still to seek

the families of polynomials with the known description of

roots. Also the form of realizing our mega-algorithm, which

should end our future investigations, still remains questionable.
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Abstract—Mechatronics belongs to the modern fields of the sci-
ence and technology. Modern mechatronics combines mechanics,
electronics, automation and informatics. However, young people
often understand mechatronics as a combination of mechanics
and electronics. This erroneous paradigm brings many problems
in education and industry. Actual trend in the industry is
Industry 4.0 - also called as fourth industrial revolution. It is a
collective name for current automation, exchanging of data and
manufacturing technologies. Today’s industry (digital factories)
is full of information and communication technologies such as
Internet of Things, virtual / mixed reality, cloud computing, etc.
Unfortunately, only small amount of high school pupils would like
to study mechatronics because young generation is influenced by
the outdated perception of this field and does not perceive some
of its new aspects. They do not see modern technologies in this
field. The authors of the paper decided to present mechatronics
as a modern branch in an original way - by a fanfilm inspired
by Avengers: Infinity War.

I. INTRODUCTION

IN THE past, the industry was affected by technological
change and innovation. These paradigms are called indus-

trial revolutions. These revolutions were caused by mecha-
nization (1st industrial revolution), use of electrical energy
(2nd industrial revolution) and electronics and automation (3rd
industrial revolution). All these industrial revolutions did not
influence only the production itself, but also the labour market
and the educational system as well. As a result of these
changes some professions and jobs disappeared. Currently,
due to the development of digitalization and robotics, we are
facing the next industrial revolution, known as the Industry
4.0. It is expected that some professions will be replaced. The
emerging technologies have huge effect on the education of
people. Only qualified and highly educated employees will
be able to control these technologies. The industry should
collaborate with universities. The main vision the following of
Industry 4.0 is the emergence of “smart factories”, that will be
connected to the production facilities Cyber-physical systems
called CPS. Using of the Internet of Things, the Internet of
Services and the Internet of People will make connection:
machine-machine, human-machine or human-human, and at
the same time an enormous amount of data will be obtained
[1]. For this reason it will be necessary to analyse large data

Fig. 1. Modern technologies for Industry 4.0 [4]

(Big Data) to be able to predict possible failures and adapt in
real time to the changed conditions [2].

Now, let’s analyze the Industry 4.0 impact on mechatronics.
This should include the state-of-the-art in research, education
and development of control methods, control structures, in-
formation a communications technologies. Their applications
in different types of industrial processes with the focus on
mechatronic systems and the new trends declared in Industry
4.0 should be considered, as well [3].

Mechatronics merges methodology and basic principles of
four close scientific disciplines: automation, information and
communication technologies (ICT) and mechanics. Thereby it
represents an excellent example of a multidisciplinary engi-
neering and points out how an integration of disciplines leads
to new degrees of freedom in the corresponding new forms of
education [3] [5].

Multidisciplinary education in mechatronics for Industry
4.0 enables an engineer to perform initial design work in
mechanical, electrical, automation, control engineering and
information technologies and to communicate effectively with
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Fig. 2. Mechatronics diagram

specialized design engineers in different disciplines (mechan-
ical, electrical, ICT, power, etc.). Universities need to shape
their engineering curricula to better prepare students for pro-
fessional practice [3].

Nowadays, modern technologies such as cloud, artificial
intelligence, Internet of Things, virtual and augmented reality,
etc., are used in mechatronics. According to the definition,
mechatronics synergistically combines informatics, automa-
tion, mechanics, and electronics into a single integrated whole
(Fig. 2). To get a mechatronic device, the 4 fields and the
individual components of the device have to be effectively
interconnected; the binder are smart technologies. Still, smart
technologies cannot be considered as a fifth extra field of
mechatronics but rather a "soul" of the mechatronic product
without which its individual components would not work as a
whole.

Unfortunately, only small amount of high school pupils
would like to study mechatronics because young generation
is influenced by the outdated perception of this field and does
not perceive some of its new aspects. They do not see modern
or information and communication technologies in this field.
As it was stated, this is not true at all. The authors of the
paper decided to present mechatronics as a modern branch in
an original way.

II. POPULARIZATION OF MECHATRONICS USING
MULTIMEDIA

The authors decided to inspire with the very successful
promotional videos of the universities that were inspired by
the popular film theme (Wolf from VUT - Wolf from Wall
Street [6] or Join the FEI STU - Star Wars [7].

Nowadays, modern technologies or multimedia are used in
education or popularization of science [8] [9] [10] [11] [12].

During discussions and polls for high school students, it was
found that high school students do not know what to imagine

under the field of mechatronics. They have often lived with
very old understanding of mechatronics as a combination of
mechanics and electronics or electrical engineering. This is not
mechatronics but electromechanics. It is therefore necessary
to draw the young generation’s attention to this modern engi-
neering field in a popular way with the expected viral effect.
It is more and more challenging to take interest of the young
generation (influenced by high-budget production of films and
series from Hollywood) in audiovisual work, and especially in
education or science and technology. The more emphasis has
to be placed on the production quality. Today’s young people
are used to the high quality video and the aforementioned high-
budget production and will not be satisfied with the average
audiovisual quality of the final product. Therefore, the use of
a well-known theme can support an interest in viewing such a
work, which, however, must be processed at an adequate level.

The authors decided to make a fanfilm inspired by Avengers:
Infinity War [13]. The aim of the film is to introduce mecha-
tronics to the young generation in an attractive way as a
modern 21st century discipline that combines informatics, au-
tomation, mechanics and electronic systems. In the fanfilm, the
parallel between the aspects of the universe (= Infinity Stones
from Avengers: Infinity War) and the 4 parts of mechatronics
(= Mechatronics Stones) are used. The fifth stone is a source
of tension and surprise moment.

Many industrial and service equipment as well as consumer
products are based on the combination of mechanical and
electronic components. However, machines, devices, equip-
ment and products are becoming mechatronic only when they
have some degree of "intelligence" as a result of the modern
development of electronics, information-communication and
control technologies (automation).

As it was stated, to get a mechatronic device, the 4 fields and
the individual components of the device have to be effectively
interconnected; the binder are smart technologies. So , the fifth
stone represents smart technologies.

Our fanfilm was named as Avengers: Five Mechatronics
Stones (in Slovak: Avengeri: Pät’ kameňov mechatroniky). It
has about 10 minutes.

III. PREPRODUCTION OF FANFILM

The comparison between the Infinity Stones and the fields
of mechatronics area came as a very interesting idea for
a promotional video. We had filmed more promotional and
education videos at the Institute of Automotive Mechatron-
ics at the Faculty of Electrical Engineering and Information
Technology, Slovak University of Technology in Bratislava.
But these videos were simpler and shorter. Thus, the story
was written, and the screenplay was gradually developed and
the filming started. Since the beginning, we have realized that
this is our most comprehensive project in the last 10 years.

Restrictions and challenges:
• The use of personnel capital at the Institute - We wanted

to make every element of the fanfilm in-house. All
participants are from the mentioned Institute or other
institutes of our faculty.
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Fig. 3. RC model of car

• Trying to cast girls - It was a huge problem to find willing
girl protagonists.

• The use of faculty spaces - They are often not representa-
tive and appropriate for popularization and propagation.

• Time restrictions - It was filmed mainly when the
semester lessons were not in progress. Even so, it was
difficult to match the time schedules of the actors. One
of the actors has to be added additionally using chroma-
keying techniques.

• Won’t it be too long? - Should we keep the complete
Marvel Cinematic Universe film structure (2 credits +
mid-credits scene + after-credits scene)?

• "Zero" budget - The whole project had almost zero
budget, colleagues helped us with the passion for work,
we used only existing devices, laboratories, video editing
software, etc. We only bought a few things inspired by
the Marvel Cinematic Universe. Our PhD student is called
Erich Stark (resembles Tony Stark in original films), so
of course we used this name creatively. Over time, we
realized that another of the PhD students was a bit like
Captain America, so we also included this in the video.

We shot the film during seven or eight shooting days.
Most of the time it took to prepare a thoughtful screenplay
to fit everything together, and especially the very demanding
postproduction, as the film contains a large number of special
visual effects. Preproduction started practically a few days
after the premiere of Avengers: Infinity War. So the whole
production lasted about 7-8 months during regular scientific
and pedagogical work.

IV. FANFILM ANALYSIS

The described fanfilm can be seen here (English subtitles
can be turned on): https://youtu.be/RtROkZqU6ns or http://
avengers.mechatronika.cool/.

A. Introduction in space

In the introduction, by microphone voice individual Mecha-
tronics Stones are explained and also what is mechatronics.

Fig. 4. Slots of Mechatronics Stones

Fig. 5. Chroma-keying

B. Why do we need Mechatronics Stones?

The main idea of the film is to use stones to make the
mechatronic device work. As a device, a mechatronic vehicle
model was selected (Fig. 3). Five Mechatronics Stones must
be inserted into the virtual slots (Fig. 4). The slots have been
filmed using chroma-keying techniques (Fig. 5).

C. Electronics Stone

The first stone to be introduced is Electronics Stone (Fig.
7). This section shows the work with electronics (Fig. 6). The
result of working with electronics is a programmable LED
cube.

Fig. 6. The work with electronics
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Fig. 7. Electronics Stone

Fig. 8. The use of Mechanics Stone

Fig. 9. Real mechanical device

Fig. 10. Microsoft HoloLens and augmented / mixed reality

Fig. 11. Iconic shot of Erich Stark inspired by Iron Man

D. Mechanics Stone

The second stone is the Mechanics Stone. It is inspired
by the Time Stone from original films. Using the Mechanics
Stone, a device is constructed (Fig. 8). At our institute, the
displayed device is really available (Fig. 9).

E. Informatics Stone

The third stone is the Informatics Stone. Our PhD student -
Erich Stark (Fig. 11) - is introduced. Informatics is presented
by augmented / mixed reality and by holographic device
Microsoft HoloLens (10).

F. Automation Stone

The last part of mechatronics is automation. Automation is
presented by a model of magnetic levitation (Fig. 12). The
Automation Stone is hidden in a ball controlled by magnets
(Fig. 13).

G. Smart Technologies Stone

The protagonists found that with four Mechatronics Stones
the device did not work (Fig. 14). Smart technologies are
needed to link fields of mechatronics. Smart technologies
Stone is located in glasses (Fig. 15) of a new hero. Glasses
are a symbol of intelligence. The stones are joined and the
device works (Fig. 16).
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Fig. 12. Magnetic levitation model

Fig. 13. Automation Stone

H. The end and mid-credits scene

The new hero turns to be an antagonist. He use the stones
and snaps his fingers. Then our protagonists are turned into
the dust (Fig. 17).

V. CRITICAL RESPONSE

The described fanfilm achieved critical success (Fig. 18). It
has about 14,000 views on 14/05/2019 on YouTube. Many
Slovak media published articles about fanfilm: Nový Čas
(online and print) [14], Refresher [15], Start it up [16], etc.
Also, about fanfilm was written abroad [17].

Fig. 14. The device does not work

Fig. 15. Smart technologies Stone is located in glasses

Fig. 16. All Mechatronics Stones

Fig. 17. Mid-credits scene

Fig. 18. Likes and dislikes on YouTube (14/05/2019)
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VI. CONCLUSION

Multidisciplinary education in mechatronics for Industry 4.0
enables an engineer to perform initial design work in mechani-
cal, electrical, automation, control engineering and information
technologies and to communicate effectively with specialized
design engineers in different disciplines (mechanical, electri-
cal, ICT, power, etc.). Nowadays, modern technologies such
as cloud, artificial intelligence, Internet of Things, virtual and
augmented reality, etc., are used in mechatronics. Unfortu-
nately, only small amount of high school pupils would like
to study mechatronics because young generation is influenced
by the outdated perception of this field and does not perceive
some of its new aspects. The authors of the paper decided
to present mechatronics as a modern branch in an original
way - by the fanfilm inspired by Avengers: Infinity War. The
described popularization fanfilm achieved critical success and
appeared in mass media.
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Advances in Network Systems and Applications

MODERN network systems encompass a wide range
of solutions and technologies, including wireless and

wired networks, network systems, services and applications.
This results in numerous active research areas oriented towards
various technical, scientific and social aspects of network
systems and applications. The primary objective of track
Network Systems and Applications conference track is to

group network-related technical sessions and promote synergy
between different fields of network-related research.

The track currently consists of technical sessions:
• ANSA—Advances in Network Systems and Applications
• IoT-ECAW’19—3rd Workshop on Internet of Things—

Enablers, Challenges and Applications
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    Abstract— Several operational security mechanisms have

been developed to mitigate malicious activity in the Internet.

However, the most these mechanisms require a signature basis

and  present  the  inability  to  predict  new  malicious  activity.

Other  anomaly-based  mechanisms are  inefficient  due  to  the

possibility  of  an  attacker  simulates  legitimate  traffic,  which

causes many false alarms. Thus, to overcome that problem, in

this paper we present an anomaly-based framework that uses

network  programmability  and  machine  learning  algorithms

over  continuous  data  stream.  Our  approach  overcomes  the

main challenges that  occur when develop an anomaly-based

system using machine learning techniques. We have done an

experimental evaluation to demonstrate the feasibility of the

proposed  framework.  In  the  experiments,  we  use  a  DDoS

attack as network intrusion and we show that the technique

attains an Accuracy of 98.98%, a Recall of 60%, a Precision of

60% and an FPR of 0.48% for 1% DDoS attack on the real

normal traffic. This shows the effectiveness of our technique.

Index Terms--Operational Security, DDoS, Machine Lear-

ning, Data Stream.

I.  INTRODUCTION 

HE HUGE variety of attacks in the Internet combined
with the emergence of the new environments such as

smart  homes  has  demanded the improvement  of  forms of
defense.  This issue is more serious by fact  that traditional
mechanism of security as cryptography is not adequate to be
used due to the real-time nature of these new environments.
That is, very strong cryptograph functions can slow down the
system.  Thus,  detection  intrusion  mechanisms  are  more
adequate to face this issue.

T

Several  studies  have  analyzed  the  use  of  detection
intrusion in computer network security [1-7].  However, all
those solutions are based in signature, that is, there is a need
of  a  signature  basis  of  the  intrusions so that  they  can  be
detected. Despite its speed in detecting certain attacks due to
the  knowledge  of  the  signatures  of  the  main  attacks,  this
category of solutions presents a crucial limitation: they can
only  detect  attacks  that  are  compatible  with  previously
available  signatures,  not  acting in  new ways  of  malicious
code.

One way to bypass that  limitation, it  is addressing the
problem  through  a  solution  based  in  anomaly  where
abnormal traffic can be detected considering the knowledge
of normal activities through profiles. Thus, deviations from
normality are treated as threats. This technique presents two
main problems [8]: a high false alarm due to the possibility
of an attacker simulates legitimate activities and normally, it
is used synthetical data due to difficult to find real training
datasets.  Moreover,  some studies  have employed machine
learning techniques in inappropriate manner [9].

Therefore, in this paper, we analyze the challenges that
must  be  overcome  to  provide  an  anomaly-based  network
intrusion detection mechanism and we present a framework
that uses network programmability through SDN (Software
Defined Networking) and a machine learning algorithm that
works with continuous data stream clustering. In addition,
the algorithm provides an outlier detection mechanism inside
it.  In  our  experiment,  we  use  a  DDoS attack  as  network
intrusion  to  demonstrate  the  viability  of  the  proposed
framework

The  remainder  of  this  paper  is  organized  into  six
sections.  In  Section  II,  we  present  the  related  works  and
highlights  our  contribution.  In  Section  III,  we present  the
main  challenges  in  the  development  of  an  anomaly-based
mechanism using machine  learning  algorithms.  In  Section
IV,  we  outline  a  set  of  requirements  to  improve  such
mechanisms. In Section V, we describe our framework to
meet the requirements presented in the Section V. In Section
VI, we present and discuss some results. Finally, in Section
VII, we discuss the future research and conclude the paper.

II. RELATED WORK

Our  anomaly-based  solution  mainly  comprises  three
concepts of machine learning algorithms: clustering, outlier
detection and data streaming so that we revised the literature
considering those three factors.

In  [10],  the  authors  present  an  unsupervised  solution
based on a modification of outlier detection mechanism of
random forest  algorithm. The experiments were performed
using  KDD’99  dataset.  The  results  were  like  results  of
previous approaches.
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Devarakonda et al. [11] explore the possibility to detect 
outliers using a multi layered framework. This solution is 
adequate to high dimensional datasets. The experiments are 
performed using the KDD’99 dataset. 

In [12], the authors present SPOT (Stream Projected 
Outlier Detector) to find out outliers in Unix system. SPOT 
can process high-dimensional data streams and detect new 
attacks. This solution use UNM datasets in the experiments. 

Da et al. [13] present a method to detect DDoS attacks 
and SYN flood attacks. The method is an improved mining 
outlier detection using clustering. The experiments were 
executed in real time in a local network. 

In [14], the authors combine several machine learning 
techniques to obtain an effective intrusion detection 
mechanism. The techniques were PCA, K-means and SVM. 
In the experiment was used KDD´99 dataset. 

In [15] and [16], the authors present a self-protection 
architecture for IoT based on artificial neural network 
algorithms and fuzzy logic. The main DDoS attacks that 
occur in IoT environment has been investigated such as, 
selective forward, blackhole, sinkhole and flooding. 

However, those studies that use machine learning 
algorithms are limited by using of static data usually located 
in datasets. Those algorithms use small datasets of training 
data that are available in memory. In some environments, 
such as IoT applications and TCP/IP traffic that generate 
high-speed data streams, it is impracticable to store all the 
data in memory and run multiple passes over the training 
data. Moreover, the learning model can change over time due 
to the generation of data by non-stationary distributions, for 
example the occurrence of a new malicious activity in the 
computer network. This change has an impact on the 
algorithm accuracy since the training dataset is soon outdated 
and there are errors in the estimator forecast. In addition, 
some systems like SDN networking, the switches do not 
select their ports and paths through static data, but through 
data streams. Therefore, the best way to analyze the collected 
information is not through datasets but through transient data 
flows. Thus, there is necessity of a new approach that 
considers transient data flows in the Internet. Our 
contribution in this paper is to show a framework to fill this 
gap. 

 

III. CHALLENGES IN ANOMALY-BASED INTRUSION 

DETECTION SYSTEM 

Intrusion Detection System (IDS) is an operational 
mechanism to detect malicious activity in a computer 
network. These malicious activities or intrusions can affect 
the normal operation of system resulting in serious problems 
of security. As the malicious activities are different of 
normal behavior of system, anomaly detection techniques 
can be applied in this case [17]. Some techniques commonly 
used are machine learning models. 

However, it is necessary to consider a set of challenges 
before to implement an anomaly-based mechanism using 
machine learning algorithms. We group these challenges in 
three categories: 1) according to the characteristics of 
network traffic, 2) according to the problems with anomaly 

detection approaches and 3) according to the application of 
machine learning techniques in inappropriate manner. 

In the category 1, there are some key challenges in 
computer network domain including huge volume of data, 
data streaming fashion and high data variability. Nowadays, 
the data acquisition is automatic instead of manual. Sensor 
devices and computers collect, process and send information 
to other computers continually all the time resulting in huge 
volume of data. In some networks, such as wireless sensor 
networks and TCP/IP networks, the best manner to collect 
and analyze the data is through continuous data stream 
instead of persistent files. Thus, techniques based on small 
datasets and in batch are not more viable. Moreover, normal 
traffic in data stream present high variability, becoming 
difficult to find stable patterns. 

In the category 2, anomaly detection approaches present 
the following problems: high false alarm rate, training data 
lack and evasion [8]. The detectors normally generate a high 
false positive rate, and in network domain that is more 
problematic due to the huge volume of data. A determined 
rate is more significant than other domains with a volume of 
data reduced. In relation a training data, it is not difficult to 
find labeled data for normal behavior, but it is hard to find 
labeled data for the intrusions. Finally, it possible for an 
attacker simulates malicious activity as benign activity so 
that the system can be evaded. 

In the category 3, the use of machine learning techniques 
in anomaly detection presents the following challenges: 
outlier detection, high cost of errors, semantic gap and 
difficulty of evaluation [9]. Although there is a necessity in 
detecting outliers, machine learning algorithms present 
higher performance in detecting similarities instead of 
outliers. That is, that technique is more adequate to detect 
similarities among the data. In classification problems, the 
error rate is high when compared with other domains, 
sometimes damaging all the system. Not always, the 
detection results are interpreted correctly by the network 
operator, occurring a semantic gap that need to be resolved. 
Finally, the difficulty of evaluation is a significant challenge 
due to the lack of real data to work in this domain. 
 

IV. PROPOSED OVERCOMINGS 

       

A. Overcoming the Category 1 Challenge 
 

For facing this challenge, we use a data stream machine 
learning algorithm. In machine learning system that apply 
continuous data stream, it is generated a non-stationary and 
dynamical environment, which the data are achieved in a 
continued way and with dynamical unknown. The learning 
process is continuous and evolves over time. Machine 
learning algorithms can incorporate new information into the 
decision model, detect and react to changes, using limited 
computational resources. Changes that evolve over time 
include: the user’s interest, the type of anomaly, the quality 
of a product, among others [18]. 

The properties of a computational model in these learning 
systems are [18]: 1) incrementality; 2) real-time learning; 3) 
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to be able to process examples in constant time and limited 
memory; 4) limited access to processed examples; 5) 
capacity to detect and to adapt the decision model to concept 
drift. 

The properties from 1) to 4) are adequate to apply in the 
computer network domain because of the huge volume of 
data, data streaming fashion and high data variability. Due to 
the huge volume of data, it is adequate that anomaly-based 
techniques are efficient computationally to handle that 
challenge. The characteristic of data streaming demand an 
incremental and online approach. The property 5) is adequate 
to face the high data variability due to adaptation of model 
for new instances. 

 

B. Overcoming the Category 2 Challenge 
 

The machine learning technique is not a panacea that can 
be employed in all anomaly problem successfully. In this 
type of problem, it is necessary to have a clear view about 
the objectives to be reached. The easier manner to get this 
view is maintain the objectives well limited. That is, try 
keeping the scope narrow to adapt the detector the specifics 
of problem and reduce the potential of errors of 
misclassification [9]. In our problem, for keeping the scope 
narrow, we treat just one type of attack: the DDoS attack. 
This attack consists in to try impeding that legitimate users 
access the services of a system, that is, becoming unavailable 
the resources or services provide for a computer network. 
This is done through the exhaustion of system resources such 
as servers, communication channel, etc. Normally, this attack 
is executed of a distributed (Distributed Denial-of-Service – 
DDoS) manner where a botnet is created to generate the 
attack. Thus, an attacker boosts a DDoS attack through a 
computer network instead of a simple computer. Thus, we 
adapt the detector to specifics of this attack and reduce the 
errors of misclassification. 

The data availability is a crucial issue in anomaly 
detection problem. Working with real data is important 
because shows that system can used in practice. In our case, 
we overcome this challenge through using real data of an 
enterprise computer network. 

Evasion occurs when an attacker can simulate malicious 
traffic as normal traffic so that the system is deluded. For 
reducing this threat, we consider an SDN environment with a 
small network that can be used to protect a larger network in 
an enterprise environment. The site presents low risk for 
explicit targeting for an attacker and, we consider that there 
will be a few evasion problems. 
 

C. Overcoming the Category 3 Challenge 
 

Machine learning techniques applied to anomaly 
detection problems are not well succeeded in relation to 
other domains. According to Sommer and Paxson [9], the 
difficulties that appears are due to use of machine learning in 
an inappropriate manner and point out some 
recommendations, that we follow, to bypass this problem: 
understanding the threat model, keeping the scope narrow, 
reducing the costs and treating evaluation issues. 

The high rate of false positive is the principal factor to 
increase the costs in anomaly detection system. To overcome 
this problem, we follow three recommendations: 1) reduction 
of scope of system; 2) dealing with the traffic diversity 
through the machine learning algorithm over continuous data 
stream; and 3) rigorous examination of the features of 
network traffic. 

In anomaly detection problem, the semantic gap can 
appear in two manners: in network operator actions and in 
the type of networks. Network operators can have difficulties 
in act in face of determined results. Normally, it is hard to 
identify what occurring in the network. That is, there is an 
anomalous traffic or there is a false alarm? We face this 
challenge through employing a mitigation technique of 
DDoS attacks, releasing the network operator of this 
problem. In relation to type of networks, academic networks 
have security policies different of corporate networks. That 
is, an anomaly detection system for corporate networks is not 
adequate for academic networks. Here, we are considering a 
corporate network. 

About evaluation issues, we analyzed manually the false 
positive rate to check out if there is a case related incorrectly. 
And, we analyzed the true positive rate and true negative rate 
to verify if the system learned what it must learn. 

In relation to the outlier detection, it is better to use an 
unsupervised technique. Unsupervised techniques of 
machine learning are more adequate to true classification 
problems, therefore with anomaly detection is better used to 
find out variations of known attacks instead of attacks 
themselves [17]. Thus, we can train the system with a few 
known attacks along with normal traffic available, thus 
overcoming this challenge.    

 

V. FRAMEWORK OVERVIEW 

Our framework is constituted of three components: SDN 

architecture, data stream clustering algorithms and 

mitigation technique. These components were chosen to 

implement the recommendations presented in the section 

IV. 

 

A. SDN Architecture 

 
Nowadays, the most of computer networks that belongs 

the Internet present an architecture where the control plane 
and the data plane are highly coupled and embedded in the 
same network devices. The whole structure is decentralized. 
This fact was very important in the early days of Internet 
where the main preoccupation was based on its resilience. 
That architecture is relatively static and very complex 
occurring management and innovation problems. 

To overcome those problems, two proposals have 
appeared: to support network management, a small number 
of vendors offer proprietary specialized hardware solutions, 
operating systems and control programs; and to overcome 
the lack of new internal functionality, many specialized 
components have proliferated in today´s networks, such as 
firewalls, packet filters, packet inspection machines and so 
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on. These proposals have increased the complexity of 
management and innovation of the computer networks and 
their operations. 

Due to the limitations of those proposals, a new approach 
of network architecture has emerged: the SDN architecture. 
This architecture is based on four pillars [19]: the control and 
data plane are decoupled; forwarding decisions are flow-
based instead of destination-based; control logic is moved to 
external entity called SDN controller; and the computer 
network is programmable through software applications. Fig. 
1 shows an SDN architecture with all the main components. 
The controller is responsible to provide abstractions and 
essential resources for facilitating the programming of 
forwarding devices. The forwarding devices execute an 
elemental operations set to forward network packets to hosts 
and other network elements. 

 

 

Fig.1 The SDN architecture. 

 
The SDN networks present various advantages in relation 

to the traditional networks [20]: 1) It is easier to program 
network applications because now there are several 
abstractions provided to programming languages available. 
2) The integration of different applications becomes more 
direct, for example it is possible combine a load balancing 
application with a routing application. 3) the network 
applications can take actions in any part of computer 
network. 4) the weak coupling between the control and data 
plane becomes easier to add new functionality. 

We use SDN in our framework because of the easiness of 
implementing the machine learning algorithm as a network 
application rather than inserting some hardware device 
(middlebox) as would be done in traditional networks. 

 

 

B. Data Stream Clustering Algorithms 
 
Researches in data stream clustering algorithms have 

produced several proposals to provide unsupervised 
learning. Silva et al. [21] describe the main characteristics 
these algorithms considering some criteria such as window 
model, outlier detection mechanisms, cluster shape and so 
on. Considering this study and our problem where an 

algorithm of machine learning has to present three 
properties: clustering, outlier detection and data stream. The 
selected option was the OutlierDenStream algorithm [22]. 

This algorithm is a modified version of DenStream 
algorithm [23] and it is adequate to be used in unsupervised 
environment and in outlier detection. It uses the same 
concepts than DenStream algorithm: micro-cluster, 
distances, weight, neighborhood and pruning strategies. 
These concepts are represented in parameters. Therefore, 
OutlierDenStream uses a number of parameters (namely, µ, 
β, λ, and ε ). The most of parameters are tuned automatically 
from OutlierDenStream, except the parameters λ and β that 
were tuned manually before evaluating the solution. The 
parameter λ represents the fading factor, that is, it is a 

weight to eliminate the core cluster before later instances 
can be added. The parameter β is related to pruning 
strategies. 

The OutlierDenStream run in two phases. In the first 
phase is necessary to form the clusters and this is done 
through the DBScan algorithm [24] that builds a buffer 
dataset. After that, the algorithm maintains the clusters 
incrementally and when arrives a new sample it labels it as 
normal or abnormal, that is, the algorithm attempts to cluster 
normal instances, treating outliers as anomalous traffic. 

 

C. Mitigation Technique 

 

For mitigating the DDoS attack, we can employ the 

characteristics of the flow table of the SDNs. One manner is 

through the blocking of an entry of the table that supports a 

link where there is a DDoS attack. It is possible to block 

that link for a time fixed and after this time the link can be 

unblocked. Thus, users will not disturb by the activity of 

security of the computer network. 

In order to show how the mitigation technique works, we 

can consider the scenario shown in Fig. 2. 

 

 

Fig. 2 The SDN Scenario. 
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The botnet created for an attacker try to attack an 

enterprise network through an DDoS attack. The enterprise 

network has access to the Internet through a SDN router that 

contains a flow table to forward the network packets since 

authorized by controller. Our data stream clustering 

algorithm is deployed in the controller because it is 

responsible to verify all the ingoing traffic. The normal 

traffic is observed by a certain period of time. Afterwards, 

the data stream clustering algorithm acts to verify if there is 

some abnormality in the network. If an DDoS attack is 

detected, an action is taken in the controller to block the 

entry in the flow table that supports the suspect traffic. 

After, a certain time this entry in the flow table is 

unblocked. 

The viability of this technique is possible due to two 

factors: only one entry in the flow table is blocked and 

quickly released and also the short duration of DDoS 

attacks. Thus, it is possible that the detection algorithm can 

be executed in the controller. 

VI. EXPERIMENTAL EVALUATION 

In our experiment, we implemented the anomaly-based 

mechanism using a DDoS attacks as anomalous traffic and 

we simulated the data streaming through a real dataset of a 

corporation computer network.  

The algorithms were obtained through Python libraries at 

the 3.5.1 version. The execution of the algorithms to get the 

best hyperparameters was in a HP desktop, with 4Gb of 

RAM, Intel i5-3470S (2.9GHz) executing in an Ubuntu 

12.04.5 LTS operational system.  

 

A. Data Stream and Processing 

 

The used dataset contains traffic of a corporation network 

that was attacked for a period of 24 hours [25]. It was 

selected 76 features as shows the Table I. The normal 

behaviour contains traffic of five different activities such as 

checking of e-mail and file transferring among the users of 

the company. The normal traffic was labelled as “Bening” 

and the DDoS attack traffic was labelled as “Attack”. 
For the experiments, we use four datasets with 1%, 2%, 

3% and 4% of DDoS attack traffic. Each dataset was 

generated of a unique dataset that contains 464976 labelled 

instances of training and 4% of DDoS attack traffic. Table I 

shows the description of each dataset. 

 

Table I. Dataset Description 

 

Number of 

dataset 

Number of 

features 

Percentage 

of DdoS 

attack traffic 

No of 

labelled 

instances 

1 76 4 % 464976 

2 76 3 % 461464 

3 76 2 % 456814 

4 76 1 % 452163 

 

For evaluating our technique, the following performance 
metrics were used: Accuracy, Precision, Recall and False 
Positive Rate. The results of anomaly detection are 
commonly represented in a confusion matrix composed of 
TP (True Positives), FN (False Negatives), TN (True 
Negatives), and FP (False Positives), respectively. The 
Precision and Recall are defined as: Precision=TP/(TP+FP), 
Recall=TP/(TP+FN). The Accuracy is defined as: Accuracy 
= NCD/TI, where NCD is the Number of Correct Detections 
and TI is the Total of Instances. The False Positive Rate is 
defined as: FPR = FP/(TN+FP). 

The Accuracy metric shows the capacity of success of the 
technique, the Precision metric measures how well the 
technique detected abnormal instances, the Recall metric 
complements the Precision metric for all the instances, and 
the False Positive Rate (FPR) indicates the percentage of 
false alarms generated, in this case, normal traffic identified 
as DDoS attack. 

It is common in anomaly detection problem to present the 
results as ROC (Receiving Operating Characteristics) curve 
[26]. The ROC curve plots the detection rate, represented by 
the Recall metric, against the False Positive Rate. Thus, it is 
possible evaluate the performance of an anomaly detector 
through relating to two performance metrics. 

 

B. Results and Discussion 

 
After the selection of performance metrics, we use the 

dataset of an enterprise computer network. The instances are 
converted in data stream by taking the data input order as the 
order of streaming. In the data streaming, appears only two 
types of network traffic: normal traffic and DDoS attack 
traffic. 

For adequate use of the OutlierDenStream algorithm, we 
must tune, manually, the parameters λ and β using a set of 
training data. For simulating the data stream, we collect 
452163 instances of normal traffic and 1% of DDoS attack 
traffic. Fig. 3 shows the variation of performance metrics 
(Recall, Precision, Accuracy and FPR) against the parameter 
λ. We can observe the best choices are in the interval from 
0.015 to value 0.03. The value 0.03 was used in our 
validation. The parameter β have not presented any variation 
in the metric performances and was established to zero in all 
experiments. 
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Fig. 3 The performance metrics versus parameter λ. – dataset 4 

    After 452163 instances of data stream, the 
OutlierDenStream algorithm achieved an Accuracy of 
98.98%, Precision of 60%, Recall of 60% and FPR of 0.48%. 
It is important to point out the low FPR, because, when a 
false positive is identified in anomaly problem, a normal 
traffic can be blocked as a mitigation action. A false positive 
requires expensive time of a network administrator to 
examine a problem that did not occur or processing time if 
the mitigation is made automatically. 
    Fig. 4 shows the ROC curve for the dataset that contains 1 
% of DDoS attack (dataset 4). We can observe that our 
technique can achieve a high detection rate for a low false 
positive rate. We can note that the best combination is a 0.9 
Recall and a 0.2 FPR. 
 

 

Fig. 4 The ROC Curve – dataset 4 

    Fig. 5 shows the Precision-Recall plot for the dataset 4. 
We can observe that the best combination is a 0.6 Precision 
and a 0.98 Recall. We can see that it is possible to improve 
the Precision but, in this case, we have a high decrease in 
Recall. 
 

 

Fig. 5 The Precision-Recall plot – dataset 4 

    The most of machine learning algorithms present 
overfitting. Overfitting occurs when there are a lot of errors 
on instances data that has not been trained, that is, the 
machine learning algorithms cannot generalize. Basically, 
there are two manners to prevent overfitting: using the cross-
validation technique or split instances in different datasets 
(training and testing datasets). In our experiments, we use 
four different datasets and measure the difference in Recall 
between them. As shown in Fig. 6, the difference between 
the Recall is less than 2%, that confirm that there is not 
overfitting on the algorithm used. 
 

 

Fig. 6 The recall metric – datasets 1,2,3 and 4 

VII. CONCLUSIONS AND FUTURE WORK 

In this paper, we have used an SDN architecture, data 
stream clustering machine learning algorithms and a 
mitigation technique to design a security framework for 
detecting and mitigating the DDoS attacks that can occur in 
the Internet. With this framework will be possible to protect 
any corporate computer network connected to the Internet. 

From experiments, we can observe the effectiveness of 
our solution through the performance metrics used. On 
normal traffic, the 1% DDoS attack attains an Accuracy of 
98.98%, a Precision of 60%, a Recall of 60% and FPR of 
0.48%, while the 4% DDoS attack attains closer values of 
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the  1%  DDoS  attack  attains  an  Accuracy  of  98.98%,  a
Precision of 60%, a Recall of 60% and FPR of 0.48%, while
the 4% DDoS attack attains closer values of the 1% DDoS
attack. We can also note that in our framework it is possible
to improve the precision decreasing the recall.

In the future works, we will implement our solution in an
online and real environment. Besides, we will implement the
mitigation  technique  of  DDoS  attacks  inside  the  SDN
environment. Also, we will develop new techniques to avoid
various attacks that can occur in the Internet using the SDN
environment to protect a computer network.
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vices. Widespread connectivity, getting cheaper smart devices
and a great demand for data, testify to that the IoT will
continue to grow by leaps and bounds. The business models
of various industries are being redesigned on basis of the
IoT paradigm. But the successful deployment of the IoT is
conditioned by the progress in solving many problems. These
issues are as the following:

• The integration of heterogeneous sensors and systems
with different technologies taking account environmental
constraints, and data confidentiality levels;

• Big challenges on information management for the appli-
cations of IoT in different fields (trustworthiness, prove-
nance, privacy);

• Security challenges related to co-existence and intercon-
nection of many IoT networks;

• Challenges related to reliability and dependability, espe-
cially when the IoT becomes the mission critical compo-
nent;

• Zero-configuration or other convenient approaches to
simplify the deployment and configuration of IoT and
self-healing of IoT networks;

• Knowledge discovery, especially semantic and syntactical
discovering of the information from data provided by IoT;

The IoT conference is seeking original, high quality research
papers related to such topics. The conference will also solicit
papers about current implementation efforts, research results,
as well as position statements from industry and academia
regarding applications of IoT. The focus areas will be, but
not limited to, the challenges on networking and information
management, security and ensuring privacy, logistics, situation
awareness, and medical care.

TOPICS

The IoT conference is seeking original, high quality research
papers related to following topics:
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and Networking,
• Data Analytics for IoT,
• Artificial Intelligence and IoT,
• Applications of IoT (Healthcare, Military, Logistics, Sup-

ply Chains, Agriculture, . . . ),
• E-commerce and IoT.

The conference will also solicit papers about current im-
plementation efforts, research results, as well as position
statements from industry and academia regarding applications
of IoT. Focus areas will be, but not limited to above mentioned
topics.
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Abstract—A primary goal of the Internet of Things is to create
smart spaces, including smart cities and intelligent transportation
system (ITS). One of the ITS variants is smart hybrid public
transportation system, whose efficient development requires a
broad support from the side of information and communication
technologies (ICT). For such a system to function optimally,
vehicles that are part of it have to be able to exchange data
with other road users and road infrastructure. This applies
especially to autonomous vehicles, whose trajectories may be
in the future controlled through the vehicle-to-infrastructure
(V2I) communication network. In the paper we propose a system
that can be used to optimize the boundaries of relatively small
suburban zones, in which public autonomous vehicles would be
allowed to operate. Vehicles of this type may offer the transport
only to the nearest local railway stations, from which the travel
to the central city of the agglomeration would be continued for
example by train. The concept of the proposed solution is based
on the Voronoi diagrams, in which particular suburban train
stations are treated as local attractors. The proposed software
system in one of its stages uses Google Maps engine that allows
for the determination of road distances and travel times between
particular towns. On the basis of such data it determines the
mentioned zones. Their boundaries, as well as optimal routes in
a given period of the day may be communicated to the vehicles
through the V2I system. The system performance is presented
for an exemplary case of Poznan city, Poland.

Keywords—Intelligent Public Hybrid Transport System, Trans-
port Planning, Autonomous Vehicles, Software System

I. INTRODUCTION

The idea of smart cities is frequently connected with
technical and social solutions which aim at improving the
quality of broadly understood everyday functioning of city
dwellers. These solutions include various facilities, in which
novel artificial intelligence (AI) as well as information and
communication technologies (ICT) are used as a basis [1]. For
example, these technologies are used to facilitate the access

to information, offering information systems for passengers,
tourists, etc. On a higher level, more advanced solutions are
proposed such as remote access to offices [2]. However, one of
the main pillars of smart cities is the so-called intelligent trans-
portation system (ITS) [3], which bases on various AI and ICT
technologies to a high extent. The ITS is expected to transform
the transport toward more functional, flexible and ecological
solutions. A truly intelligent system of this type should offer
comprehensive solutions at the level of larger areas such as city
agglomerations. This aim can be accomplished by developing
an intelligent public hybrid transportation system.

Technological solutions used in smart cities should primar-
ily lead to real social benefits in the areas of safety, ecology
and economy. With appropriate approach, these benefits can
be directly offered by the ITS. One of them, which is the topic
of this work, is to improve the competitiveness and flexibility
of public transport in towns and villages – satellites of major
cities in agglomerations. Their inhabitants, who constitute a
significant percentage of all inhabitants of the agglomeration,
regularly commute to the central city, mostly for educational
and occupational purposes. The lack of an attractive public
transport offer, e.g. rare and inconvenient connections, long
travel time, causes the car to be a frequently used means of
transport (in Poland). It has lead to a growing concern in recent
years, which is increasing city traffic which adversely affects
the quality of life.

Not unlike most areas of life, transport is subject to market
competition. In terms of public transport, a competitive offer is
such an offer which is comparable to what individual transport
provides. Simply speaking, people demand faster, cheaper,
more convenient and more flexible solutions.

One of the solutions to the described problem is to use a
combination of two means of transport: own car and public
transit. This idea is not new. It has been promoted for many
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Fig. 1. The environment of the Biskupice Wielkopolskie train station – 20 km
from Poznan city, Poland.

Fig. 2. Public hybrid transport system in Poznan [4].

years in numerous agglomerations around the world. Usually,
parking lots are created close to a train station and are
available to people who change to a train. However, it is not
always possible in practice. For example, there is no room
for a sufficiently large parking lot at many railway stations
in Poland. Figure 1 presents the railway station in Biskupice
Wielkopolskie, a village located about 20 km from Poznan
(Poznan is the central city of the agglomeration). It is not
possible to build a parking lot at this station due to the lack
of space. Biskupice Wielkopolskie and neighboring villages
are inhabited by more than 2,000 people, many of whom
travel to Poznan almost every day. This means even more
than hundred additional cars on the roads of Poznan. It is a
relatively common problem in Poland which has to be solved.

In recent years, the automotive industry has been dynam-
ically developing. One of the hot directions is to popularize
autonomous vehicles, developed by many car manufacturers.
The aim of such solutions is primarily to improve road safety
through the elimination of mistakes made by drivers. Another
important goal is to optimize the driving style, which will lead
to the reduction in pollutant emissions.

However, it is worth to pay attention to a few basic
aspects related to autonomous vehicles. One of them is the
large complexity of the environment “seen” by such vehicles.
In cities, for example, it means a large number of objects
(pedestrians, other vehicles, bicycles) in the vicinity of the car
which have to be tracked by its systems. Another problem can
be a long transition period, during which autonomous vehicles
will coexist with conventional cars, which raises safety issues.
In spite of these problems, the emergence of autonomous
vehicles may have positive impact on public hybrid transport.
With some assumptions, such cars can be used in the described
transition period. We consider using such cars in limited, well
defined and flexible as well as less dense suburban areas.

In recent years, much attention has been paid to public
hybrid transport, introduced in many cities. The aim is to
achieve such flexibility of this transport that possibly many
residents will be encouraged to give up using own cars. A
joint tariff and joint schedule plans take into account buses,
trams, subway (if available), urban and suburban trains. In
urban literature, the problem of the so-called first and last
kilometer is highlighted. According to this rule, if reaching the
nearest public transport stop consumes too much time (over
10 minutes/1 km), the residents usually choose their own car.
New concepts of compact cities with buildings located near
to public transport stops will satisfy most of the needs of the
inhabitants, so that it would not be necessary to cover long
distances frequently. One of the basic goals of this concept is
to eliminate the need to use own car on a daily basis.

The solutions discussed in this work are not aimed at
polemics with the idea of compact cities postulated by modern
urbanism. The main goal is to facilitate the access to the city
resources, including the case of wider agglomerations. Opti-
mization of public transportation using autonomous vehicles
(taxis) outside central cities can shorten the access time to the
city resources, while maintaining ecological goals. One can
talk here about an apparent shortening of the distances.

As mentioned above, the idea of the hybrid public trans-
portation system is known and developed for many years
over the world. New trends in this area, however, are various
concepts of the use of autonomous vehicles in public transport.
One of the solutions here are autonomous taxis already used
in some cities (e.g. NuTonomy in Singapore). In the scope of
our interests, on the other hand, are technical solutions that
aim at optimizing public transport away from the major cities
of the agglomerations [5]. We think this will have a positive
impact on the overall area of particular agglomerations. Such
optimization can be understood, for example, as minimizing
the total distances traveled by the inhabitants of particular
suburban areas by private cars. At the same time, the goal is to
keep the flexibility offered currently by own means of transport
in these areas to the highest possible level → minimizing
the total travel time. In this work, we deal with technical
solutions for a system that can be used for planning the hybrid
transport in suburban area. In particular, we focus on defining
boundaries of particular zones available for selected groups
of autonomous vehicles. To illustrate the complexity of the
problem, it is worth mentioning that there are over 100,000
cities and towns in Poland that need to be included in planning.
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Fig. 3. Illustration of data stored in the DT2l,s datasets: selected settlement-to-station assignments (up). Exemplary area belonging to ROIs of nine stations
for rmax set to 22 km (bottom).

The paper consists of several parts. The next section
presents a short literature study related to the subject of
the work. We briefly discuss public hybrid transport systems
and the use of Voronoi diagrams for agglomerations. In the
following section we describe the proposed software system,
as well as exemplary results for the Poznan agglomeration in
Poland. The conclusions are formulated in last section.

II. STATE-OF-THE ART STUDY AND RESEARCH
METHODOLOGY

The investigation results presented in this work are for
an exemplary case of the Poznan agglomeration. However,
the proposed software system can be quickly configured and
used for any agglomeration. The methodology applied in our
investigations partially results from the following state-of-the
art study which showed us the areas of the application of the
system.

A. Public hybrid transport systems in Poznan

Combining different means of transport is an increasingly
common practice, especially in larger urban agglomerations.
The common tariff plan connects buses, trams, subway and
suburban trains wherever possible. This combination also
includes the synchronization of timetables so as to improve the
smoothness of getting around the city. An example of these
solutions is the transport system in the Poznan agglomeration.
In this case, the BTK (bus, tram, train) offer extends within
a radius of approximately 50 km from Poznan, as shown in
Fig. 2. The investigation results, presented in next section,
were conducted for a similar area.

B. Using Voronoi diagrams

The proposed work is based on the method of dividing the
space into ‘zones of influence’, which are often illustrated
with the help of the Voronoi diagrams. This method is also
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Fig. 4. An exemplary Voronoi diagram created by the proposed system of the overall Poznan agglomeration for the radius of 50 km.

used in urban planning [6] – [10]. An interesting example
of using this methodology for planning the public transport
is reported in [11]. In [11] a station location method for a
commuter rail system has been demonstrated for an example
case of Brasilia Metropolitan Area. This case is somehow
similar to what we observe in Poland – traveling even large
distances due to, for example, job opportunities in larger cities.
The authors of [11] in their work focus on planning new rail
routes. We investigate a different problem. We treat existing
railway stations as reference points, while we are interested in
optimizing access to particular stations from nearby towns.

C. Input data for the investigation
To make the investigations comprehensive and to increase

the reliability of the tests of the implemented system, we used
an initial dataset consisting of parameters of 120,000 Polish
cities, towns and villages. Every entry provides the name of
the unit, its county and its geographical location (longitude
and latitude), among others. It was used to determine which
settlements lie within a given radius from Poznan and will be
denoted as DT0 from now on.

III. PROPOSED SYSTEM AND INVESTIGATION RESULTS

We used the following notation to denote the datasets used
in calculations: capital letters indicate the type of data stored,
while the following number indicates the step of calculations.
Also, each step has input and output data, as shown in Table I.

Step 1: Selection of units belonging to a given agglomera-
tion

The aim of the first step is to identify the units from the
input dataset DT0 whose straight line distance (calculated from

TABLE I
INPUTS AND OUTPUTS OF PARTICULAR COMPUTATION STEPS

(EXPLANATION OF ABBREVIATIONS IN TEXT).

Step No. Inputs Outputs
1 DT0 DT1

2
DT1

DT2l,sDR1
rmin, rmax

3 DT2l,s DT3l,s

4
DT3l,s DV4

DT1
5 DV4 Voronoi diagrams

their geographical coordinates) from Poznan is less or equal
to 50 km. This value is based on the reach of the above-
mentioned BTK transport system. This step was implemented
in the C++ language. The resultant dataset is composed only
of nearly 4,000 settlements located in the investigated area. It
will be denoted as DT1 from now on.

Step 2: Building regions of interest for particular train
stations

Firstly, we created a dataset, denoted as DR1, of subsequent
railway stations in the investigated area and their geographical
coordinates. They are grouped into 9 train lines leading to
Poznan. In order to simplify the following computations,
every line and every station within a line have their own
identification numbers, denoted ad ID. Consequently, the DR1
dataset provides the so-called local central points/local attrac-
tors which gather road traffic from the nearest settlements.
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(a)

(b)

(c)

Fig. 5. Voronoi diagrams of selected areas for geographical (a), road (b), and travel time distances (c). The wide blue line is the Warta river, while the
magenta blocks are locations of bridges

Then, we define a circular region of interest, denoted as
ROI, for every railway station from DR1. ROI is described by
two parameters the minimum radius rmin, rmin > 0 and the
maximum radius rmax. Selecting a non-zero value of the rmin

is necessary to exclude internal districts of cities, in which
particular train stations are located, from further computations.

Finally, for each station from DT1 a dataset DT2l,s is crea-
ted, where l is the ID of a given train line, and s is the ID
of a given station. Every resultant set DT2l,s is composed of
villages located in the ROI of station s from line l and straight
line distances from the villages to the station. It is worth to
notice that particular ROIs may overlap to some extent.

The values of rmin and rmax were selected to be 3 km
and 22 km, respectively. Larger values of rmax did not lead to
significant changes in the results, i.e. shapes of particular areas
in the obtained Voronoi diagrams. However, larger values of
rmax significantly increase the number of operations in the
subsequent steps. The larger the value of rmax is, the higher
the extent to which particular ROIs overlap. Consequently, a
given settlement belongs to a bigger number of ROIs. Selected
results are shown in Figure 3. Dashed lines connect particular
towns with railway stations. This step was also conducted in
C++.

MARZENA BANACH ET AL.: SOLUTIONS FOR PLANNING SMART HYBRID PUBLIC TRANSPORTATION SYSTEM 71



Step 3: Computation of distances according to road map
In the third stage (JavaScript), the system added two addi-

tional pieces of information to DT2l,s datasets, i.e. the distance
along the road and the travel time from each settlement to
its station, thus creating respective DT3l,s datasets. It was
achieved with the use of Google getDistanceMatrix() service.
More than 40,000 combinations were checked for different
values of the parameter r. The part of the system developed
in JavaScript strongly facilitated the procedure. As the getDis-
tanceMatrix() allows to check only 25 combinations in a single
run, the system split the DT2l,s datasets into smaller subsets
and provided them to the Google service in the appropriate
way (timing).

The resultant DT3l,s datasets provide three values for
each settlement-to-station assignment: (i) straight line distance
based on geographical coordinates (GEO), (ii) distance mea-
sured along the road network (GGLD – GooGLe Distance),
(iii) travel time (GGLT – GooGLe Travel).

Step 4: Obtaining the final dataset
Now, for each settlement the system determines the nearest

station in regard to three distance criteria: GEO, GGLD and
GGLT, combining information from DT1 and DT3l,s to form
the final DV4 datasets for each settlement. This computation
process may be regarded as filtering with the Min() function.

Step 5: Building Voronoi diagrams
In this step (Octave environment), Voronoi diagrams are fi-

nally built for the three above-mentioned criteria. The resultant
diagram of the whole Poznan agglomeration for the radius of
50 km is shown in Fig. 4. Fig.5 shows selected areas covered
by Voronoi diagrams in regard to the GEO (a), GGLD (b) and
GGLT (c) criteria. The results are presented in a coordinate
system in which latitude and longitude are coordinate axes in
order to provide a legible diagram. Considering a relatively
small area (in global sense) of the Poznan agglomeration, it
does not introduce noticeable distortions.

IV. DISCUSSION OF RESULTS

As expected, Voronoi diagram for the GEO criterion unam-
biguously assigned areas which do not overlap. For the two
remaining criteria, particular areas may overlap while being
visualized according to geographical coordinates. It is a natural
effect, as the roads increase the distances, causing local non-
linearities.

Also, Figs. 4 and 5 show the Warta river (thick blue line)
which is a natural barrier affecting the shape of Voronoi
diagrams. Bridges enabling road traffic are also marked.
Exemplary areas on which the river presence results in the
assignment of some settlements to different ROIs.

On the basis of such Voronoi maps, it is possible to estimate
the boundaries of areas in which autonomous vehicles could
be used in public hybrid transport in the future. Factors
that should be taken into account are not only the distances
to particular railway stations, but also the travel time. An
important factor is the total travel time which also includes

the train journey to the central city. It is possible that the
nearest railway station is located further from the central city,
which will additionally increase the total travel time.

One of the possibilities is introducing dynamic shaping
zones served by autonomous vehicles based on the travel
time, which can be varied during the day, as well as the
communication schedule for particular railway lines.

V. CONCLUSIONS

The paper presents an idea of improving public hybrid trans-
port system in the future based on autonomous vehicles. Such
cars could be appropriate in areas with less traffic, outside
of the central city. The goal is to decrease the number of
vehicles in already crowded cities by making public transport
more flexible.

Another important issue is the appropriate division of the
agglomeration area into zones so as to minimize the total
distances traveled by autonomous vehicles in a given area. For
this purpose, we designed a software system which determines
these zones in regard to both road distance and travel time,
basing on publicly available data.

The presented results, considered by us as preliminary, are
a stage of a larger project. The purpose of the project is to
facilitate the planning of public transport in general.
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Abstract—In this work we present solutions which aim at
enhancement of the localization precision of the road side unit
(RSU) devices which will participate in vehicle-to-infrastructure
(V2I) communication in future autonomous driving and intel-
ligent transportation systems (ITS). Currently used localization
techniques suffer from limited accuracy which is due to various
factors, including noise, delays caused by environmental condi-
tions (e.g. temperature variation) and differences in elevation
between devices communicating with each other in the road
environment. In case of application of the ITS, these factors can
be the source of significant discrepancies between real positions
of the RSUs and their estimated values provided by the V2I
system. The proposed techniques, based on various approxima-
tion techniques, as well as linear and nonlinear filters, allow to
improve the localization accuracy, reducing the positioning errors
by more than 90 %.

Keywords—Intelligent Transportation System, Smart City, V2I
communication, Automotive Active Safety

I. INTRODUCTION

An intelligent transportation system (ITS) is a relatively new
concept which embraces solutions whose aim is to optimize
transport based on modern technologies. They include those
in the field of artificial intelligence (AI) as well as information
and communication technologies (ICT).

Functionalities considered under the framework of the ITS
can be classified into several general classes. One of them
are solutions responsible for providing appropriate, up-to date
information for passengers of public transport and car drivers.
Another group aims at increasing traffic flow in urban areas
in order to eliminate or reduce the traffic jams, which can
cause a significant reduction in pollution levels in the cities.
Finally, one of the main ITS development directions are the
vehicles themselves. It is supposed and hoped that the majority

of the vehicles in the nearest future will be equipped with
advanced driver assistant systems (ADAS). However, future
development of the ITS may be understood as the development
of autonomous vehicles which will enable traveling without
human intervention. The purpose of the development of such
vehicles is to improve road safety and ecological aspects.

Taking into consideration the last group of solutions, several
essential challenges can be indicated here. As the car moves
through the city or suburban/highway areas, the surroundings
of the vehicle are dynamically changing. One of the main
problems is high complexity of the environment seen by the
vehicle. This makes the algorithms responsible for travel safety
also complex. The complexity means, for example, a number
of objects in the range of the vehicle’s sensors, both moving
and still objects, their trajectories, obscuring some objects
by others, etc. One of the possible solutions in terms of
the described problem can be intelligent road infrastructure
providing direct support for the vehicle movement, in the form
of special devices mounted at fixed points of the road and
urban environment.

The support can be provided by the so-called vehicle-to-
vehicle (V2V) and vehicle-to-infrastructure (V2I) communi-
cation (V2X in short). For example, the V2I system facilitates
the operation of traffic sign recognition (TSR) functions. In
case of low visibility of traffic signs (TSs), the information
passed to the vehicle wirelessly by devices (RSU – road side
unit) associated with particular TSs, or groups of them, can
significantly improve the performance of such functions. V2I
techniques can be used to inform the driver about accidents
ahead, bad road conditions, etc. In its most advanced form, a
framework of the RSUs participates in building the so-called
model (map) of the environment of the vehicle. In the currently
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used ADAS systems, the map of the environment is created by
the vehicles themselves, which use their own on-board sensors
(camera, radar, recently LiDAR) and appropriate algorithms.
The V2I system can be treated here as an additional sensor
which provides additional data, for example from “behind the
corner”.

One of the main challenges in the described problem is
the need of very accurate localization of the RSUs by the
passing vehicle. This can be based on a real time localization
system (RTLS). Such systems are frequently used in indoor
confined areas (buildings) for various purposes. They are
usually composed of two types of devices: moving devices
(active markers/tags) as well as devices mounted in fixed
points of buildings (transponders/anchors). Trajectories of the
markers are determined and recorded by the anchors on the
basis of multiple distance measurements between particular
markers and the framework of the anchors, supported by the
trilateration computation techniques [1].

In the indoor systems, the positions of the anchors are
usually well known. In case of the urban/road environment,
on the other hand, the situation is different. The RSUs can
be viewed as counterparts of the anchors, while the markers
are the devices associated with the moving vehicles. Contrary
to typical indoor applications, it is the device mounted in the
vehicle which determines own position in the ITS. Another
difference is the lack of fixed framework of the anchors, as
the moving vehicle on its path is within the range of different
RSUs. Due to these differences, the computation techniques
used to determine the relative positions of the vehicles have
to be different as well.

We assume that the moving vehicle is able to calculate its
own trajectory, within given accuracy, on the basis of its own
GPS unit and own on-board sensors (yaw rate and velocity
sensors). Due to the noise as well as low precision of the
applied sensors, the computed trajectory is also not precise.
Constant communication with the RSU devices, which as we
assume, know their own positions in the global coordinate sys-
tem (GCS) increases the precision of the calculated trajectory
of the car. The main issue here is how to precisely determine
the trajectory in relation to the framework of the RSUs. It is
the topic of the presented work.

II. STATE-OF-THE ART STUDY

In this part we briefly present state-of-the art study in
the areas related to the presented topic. As an example of
a system which can benefit from the proposed method, we
consider the traffic sign recognition (TSR) system which is
becoming a standard in the automotive industry, including
European New Car Assessment Program (Euro NCAP) [2].
Currently used systems of this type rely only on the on-board
sensors (cameras) of a vehicle. Traffic signs (TS) are then
identified and recognized using various signal processing and
artificial intelligence (AI) methods. The computation scheme
is in general similar in each system of this type. Firstly, the
TSs are identified in the images taken from the camera, then
they are cropped to smaller images and normalized in terms of
sizes. On the basis of a series of frames obtained from a single

camera or on the basis of stereo-vision cameras, the positions
of the TSs in the environment of the vehicle are determined
using, among others, the trilateration methods. The cropped
and normalized TSs are then provided to an AI algorithm for
identification.

A. Towards automotive TSR systems of the 2nd generation

The TSR systems currently offered on the market recognize
only selected traffic signs, usually those related to speed
limitations, stop signs, etc. In the future, with the development
of fully autonomous cars, one can expect that these systems
will be able to recognize almost all TSs, similarly to the
human driver. This will strongly increase the complexity of the
implemented algorithms. The problem which can be frequently
observed on the roads is the non-standard appearance of
the road signs (damage, coverage, lack of full exposure,
suspension at non-standard height, etc.), as shown in Fig. 1.
Additionally, taking frequently observed dense arrangement of
the TSs over a given area into account, it can lead to various
safety issues if the vehicle will only rely on its on-board
sensors.

Various efforts which aim at solving the problem of the
road sign visibility can be found in the literature. One of
the proposed solutions is inclusion of the TSs in the future
system supported by the V2I communication. In practice,
it means equipping the TSs with the RSU devices capable
of transmitting relevant information to passing vehicles. A
proposal of such a solution is described, for example, in
[3], [4] and [5]. These solutions can be regarded as a next
important stage toward the development of active traffic signs.

One of the problems here is how to properly determine the
positions of the RSUs associated with their respective TSs in
the situation when many TSs are located in close proximity
to each other. An exemplary situation of this type is shown in
Fig. 2. If the positioning/localization of a TS is not perfect,
it can lead to false assignments of the RSUs to the TSs seen
by the vehicle and thus to false behavior of the active safety
(AS) system of the vehicle.

Precise positioning of the RSU devices will be of great sig-
nificance for applying them as support in creating a dynamic
map of the environment of the moving vehicle.

B. Applications of the RTLSs – desired parameters

The RTLSs are being developed and the localization ac-
curacy is being improved around the world. The majority of
these investigations focus on indoor applications [6], [7].

The desired ranging precision (requirements) always de-
pends on the application for which a given system is designed.
In some medical applications, even millimeter precision is
mandatory. Such a situation takes place in motion capture
systems which aim at recording the motion pattern of a
disabled person with very high accuracy [8], [9]. Another
example is warehouse application for which the precision of
20-50 cm is acceptable. An RTLS of this type is offered by the
Ubisense Company [10], with the reported localization errors
at the level of 15 cm. This system was designed to operate
on relatively large areas. The reported localization errors in

74 COMMUNICATION PAPERS. LEIPZIG, 2019



(a) (b) (c) (d)

Fig. 1. Examplary real road situations illustrating: (a, b) road signs deviating in appearance from standards or invisible, (c, d) untypical elevation at which a
TS can be mounted (own source).

(a) (b)

Fig. 2. E
xemplary real road situations illustrating large density of traffic signs in a given area (own source).

indoor conditions are usually below 10 cm [11]. This however,
is achievable for relatively small distances of below 10 m. The
required precision of the ITS will be different, depending on
the target application of the ADAS.

The localization precision is not the only parameter to
be considered and optimized. In the above-mentioned indoor
human motion capture system the most important problems
include improving the ranging precision toward even sub-
millimeter range, and miniaturizing the markers to make them
comfortable for the examined persons. As these devices are
wearable, the energy consumption is also a crucial factor.
On the other hand, such systems will be used in the indoor
environment, in which temperature is at an almost equal
level. Therefore, the robustness to a wide-range temperature
variation is rather less important. Normally, in systems of
this type, the RTLS tags are affixed to moving objects and
tracked by the transponders installed in the fixed points of
the environment, with precisely determined (and stored in
the memory) positions. The net of transponders may thus
create a precise frame of reference for the moving markers.
The transponders have access to a power supply (or can be
battery operated) and therefore a strong miniaturization is not
a critical factor. Additionally, the framework of anchors can
take a sufficiently long time to calibrate precisely.

When the RTLS is applied in the ITS, the situation is
substantially different from the typical indoor conditions. In
the road environment, the network of devices communicating
with each other covers a much wider area than in the described
indoor systems. Also, the behavior of such systems in cities
can differ from the one in suburban areas, mostly due to
different device densities in these areas. In the suburban areas,

a rather sparse network of the RSU devices is expected, with
a small number of devices in the range of the vehicle sensors.
This creates some problems in terms of the localization
precision, but in some situations it can also simplify the
communication scheme (less interference).

C. RTLS-based solutions in Intelligent Transportation Systems

The use of the impulse-radio ultra wideband (IR-UWB)
localization technology in an outdoor environment has already
been proposed [12], [13], [14], [15]. This technology provides
high channel capacity (i.e. the data is transmitted at a high
rate) which makes is suitable for use in the V2I communication
[12]. Also, propositions to employ the IR-UWB technology in
the positioning of the objects on the road have been reported
[13].

In sparse and open networks which are expected in the
suburban areas, there will be only two devices communicating
with each other in the worst case scenario. One of them will
be an on-board unit (OBU) of a moving vehicle. The second
one – the RSU – will be mounted in a fixed position of
the road infrastructure. The trajectory of the moving vehicle
can be determined, with a relatively good accuracy, on the
basis of the vehicle velocity, acceleration, the yaw rate and
other kinematic parameters. A single communication session
between the OBU and the RSU will be quick enough to
assume that both devices are in still positions during this
period, which can be determined using only basis kinematic
equations. Let us consider an example: if the distance between
both communicating devices is even at the level of 100 m, the
velocity is even 100 km/h (22.5 m/s), then the distance traveled
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during a single communication session does not exceed 20-
25 µm. This value is far below the safety margin and thus can
be neglected.

III. ENHANCEMENT OF THE RSU POSITIONING –
PROPOSED SOLUTIONS

In the investigated method, the vehicle measures its distance
to the RSU frequently (a time-of-flight (ToF) approach). On
the basis of a single measurement session only the distance, r,
can be determined, while the azimuth and thus the position of
the RSU are not known. As a result, a circle with the radius r
is obtained. The RSU is situated somewhere on it. The vehicle
is located in the central point of the circle. Theoretically, on
the basis of only two measurement sessions (for different car
positions) and the trilateration computation, it is possible to
determine the position of the RSU in relation to the vehicle.

In practice, various negative factors can interfere with
the measurements. Among them are: delays caused by the
communicating devices, noise resulting from imperfections of
the vehicle on-board sensors, unknown height over the road
surface, at which the RSU device is mounted, etc. All these
factors result in the measurements being subject to errors.
Depending on the source of these errors, they can be either
systematic or random.

The problem is illustrated by an exemplary simplified trajec-
tory of the vehicle in Fig. 3. The left diagram shows selected
positions of the vehicle, for which distance measurements are
performed. The results for different delays introduced by both
of the communicating devices are shown. Large black circles
illustrate an ideal case, in which delays are known (nominal
values). In this case, all obtained circles (marked as “real
distances”) after a correction by a known factor intersect at
a single point, which is the real position (xR, yR) of the RSU
device.

Theoretically, basing on the trilateration method, the posi-
tion of the RSU device can be determined from the results of
only two measurements, as mentioned above. However, under
real conditions, unknown signal delays cause that the resultant
circles (marked as “measured distances”) intersect in other
points (seeming positions). The right diagram in Fig. 3 shows
the results for delays deviating from the nominal value towards
both positive and negative values. Both types of deviations are
shown here for illustration only. In the real situation, only one
type will occur. Therefore, in the following figures only single
circles are shown for each distance measurement.

The obtained points of intersection (A, B, . . . , J) for given
values of delay form the area of uncertainty, with the unknown
position of the RSU within it, as shown in the right diagram
of Fig. 3. The uncertainty at the level of 10 ns can cause
the localization error of even ±1.5 m, assuming the speed of
light vc ≈ 30 cm/ns, and two-way communication. Assuming
that an error of this magnitude is the case in a suburban area
and that the considered system recognizes TSs, then the error
could be neglected as the distance between any two TSs is
assumed to be significantly greater than the error. In contrast,
such error would be too big to be neglected in urban areas
or when the RTLS is used to build a dynamic model of the
environment.

A. Steps of the proposed enhancement algorithm

The proposed method for estimating the RSU position
consists of several stages. In practice, it is an iterative method,
where particular steps are performed cyclically and alternately
for every new measurement session. The obtained data sets can
be kept in memory as a whole or be realized as a delay line (a
shift register), as for example in finite impulse response (FIR)
filters.

The method described below was implemented in the Oc-
tave environment and verified for different values of particular
factors and different trajectories of the vehicle. In order to
model real conditions in a better way, which is expected during
the driving, the measurement values were artificially disturbed
by noise with different amplitudes, A, as presented below.

Stage 1: Distance measurements → data set with seeming
positions of the RSU

For every new, ith, measurement and the new resultant circle
with the radius ri, new intersection points are computed using
the circle determined in the previous iteration.

The objective of this stage is to compute the seeming posi-
tion of the RSU device (i.e. spatial x and y coordinates). Let
us denote the seeming position of the RSU as SPR.x, y. The
determined SPRs can be expressed in the global coordinate
system (GCS), which simplifies the computations. However,
any coordinate system used consistently can be applied as well.
The vehicle position can also be expressed in GCS.

It is worth to notice that this method returns a pair of
intersection points, so it is necessary to specify which of them
is the one reflecting the real position of the RSU. Basing
on only two measurements, it is not possible. However, for
a larger number of measurements, and thus a larger data set
of calculated SRSs, the RSU position can be deduced. If the
trajectory of the vehicle is not a perfectly straight line, then
the points which are the real equivalents of the RSU position
are spatially more focused and form an area which reflects a
regular circle (or arc), as shown in Fig. 3. On the other hand,
if the vehicle’s trajectory would be a straight line, then even
larger number of measurements do not resolve the ambiguity
problem. Such a situation may happen in urban areas, where
straight line movements of the vehicle will be common.
Certain amount of curvature in the vehicle’s movement is
therefore needed. The described ambiguity problem may be
solved in other ways, for example through content of messages
provided by the V2I system to the vehicle. The vehicles may
also intentionally focus only on TSs on one of the road sides.

Stage 2: Seeming positions of the RSU → data set with
estimated positions of the RSU

The seeming positions of the RSU (SPRs) form an area
resembling a circle, with the radius rSC. What makes the
approximation task more difficult is the fact that only a portion
of the circle is obtained. How well the points match the
circle/arc depends on several factors. A good-quality image
of the circle is obtained in the absence of noise and with
sufficiently dense measurements. As already described, the
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Fig. 3. Determining the RSU position on the basis of multiple measurements - a general idea.

(a)

(b)

Fig. 4. Selected results for particular measurement frequencies.

objective is to obtain a high density of the SPRs relative to the
azimuth angle. If the RSU is far ahead of the vehicle and the
vehicle is apporaching it, then the azimuth angle α does not
change substantially, and thus the measurements can be less
frequent in time. On the other hand, if the vehicle is in a closer
proximity to the RSU mounted at the side of the road, then
the azimuth varies faster for a given velocity of the vehicle.
The investigation results show that ∆α at the level of 10◦ is
sufficient.

The impact of the selected frequency of the measurement
on the accuracy of the computed positions of the SPRs is
illustrated in Fig. 4 for constant velocity of the vehicle. In this
case the measurements are performed at equal time intervals.
In Fig. 4 (a) the measurement density is too small, causing the

image of the circle to be distorted. This leads to larger final
errors, as marked with the arrow. For a better illustration we
set the noise amplitude to zero in this case.

In real situations the noise is non-zero and the SPRs are
spread across the edge of the circle. In this situation the
parameters of the circle (its radius, as well as the x and y
coordinates) have to be determined. This is performed in the
second stage of the proposed method. The tests were per-
formed with the noise of different amplitudes. Noise samples
were generated according to the uniform distribution with the
extreme values between −A and A.

Stage 1 provides the data set with calculated SPRs. Stage 2
introduces an approach which relies on estimating the circle
parameters basing on three selected points, which are assumed
to be located on this circle. In case of a high angular density
of the distance measurements, particular SPRs can be located
very close to each other. To minimize the impact of the
noise on the estimation results, the points are selected so that
they are not too close to each other. For the purposes of the
presented method, existing methods of this type were adapted
and some modifications were introduced.

Stage 3: Filtering over the data set of the estimated positions
of the RSU

Stage 2 provides a new dataset with computed intermediate
seeming circles, representing estimates (xE, yE) of the real
position of the RSU (xR, yR). The size of this set can increase
with each new distance measurement or be constant as in the
delay line used in filters. Depending on the amplitude of noise,
the obtained intermediate circles can significantly differ from
each other, in terms of both the position and the radius. The
objective of this stage is to find an appropriately averaged
circle, with a supposed real position of the RSU.

In this (final) stage various operations can be performed
including: sorting, filtering, truncating, etc. Multiple tests
(10,000+) allowed us to determine a method and its settings
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(a) (b)

(c) (d)

(e) (f)

Fig. 5. Estimated positions of the RSU for time delay of 5 ns (1.5 m) and
different values of the noise (amplitude A) applied to the measured distance,
for : (a) A = 0 [mm], (b) A = 150 [mm], (c) A = 300 [mm], (d) A =
450 [mm], (e) A = 600 [mm], (f) A = 750 [mm].

which provide a relatively good approximation of the positions
of the RSU devices, including the case of noise with relatively
large amplitude.

The dataset which results from Stage 2 can contain biased
data (i.e. circles with very large radius values). Therefore,
we initially remove all circles whose radii are greater than
fixed radius threshold value (for example, 3 meters) in order
to ensure the reliability of the data. Also, the extreme case
when all circles are larger than the fixed threshold should be
not be analyzed. The threshold value can be adjusted on the
basis of statistical analysis of the obtained results.

After the initial data verification we sort the remaining
dataset separately over the x and the y coordinates of the
middle points of the circles. We observe that usually a large
portion of the dataset with the circles is located in the
proximity of the real position of the RSU. After the sorting
operation, these circles are located in the middle of the dataset,
for both the x and y coordinates, while those that have totally
false values (in terms of x and y coordinates) are located on
both peripheral areas of the set. In one of the tested scenarios,
a smoothing low pass FIR filtering over the sorted dataset
was applied. In these tests, filters with equal coefficients of
the order N = 1, 2 or 3 were used. This operation slightly

improved the results. However, to come to a more general
conclusion and to avoid false positives, further investigations
are required.

The sorted and optionally filtered datasets are truncated at
both sides, taking into account some additional parameters.
One of them is the spread (threshold) across the median value
of the remaining dataset. The threshold can be set to be a
constant parameter or be determined, for example, on the basis
of the variance across the median value.

Finally, the xE and yE (E – estimated) coordinates of the
RSU are found as the median values of the output dataset.
The calculated position is still only an approximate of the
real position. However, the obtained results, shown in Fig. 5,
are substantially better than those expressed only by the SPRs,
computed in Stage 1. Comprehensive investigations performed
for different values of particular parameters (trajectories of
the vehicle, noise levels, delay times, etc.) show that the
determined positions can be improved by more than 90 %.
This value was determined by comparing two quantities for
each performed test. One of them is the radius of the seeming
circle, rSC, resulting from the assumed signal delays, shown
in Fig. 3 (right). The second one is the distance between the
real position (xR, yR) of the RSU device and the estimated
position (xE, yE) determined by the applied method. For a
single test, the precision, P , is expressed as follows:

P =
rSC −

√
(xR − xE)2 + (yR − yE)2

rSC
(1)

The obtained precision of 90 % is based on multiple tests
and is the value for the worst-case scenario.

A good practice is to try to reduce the amplitude of noise
directly at the outputs of the on-board sensors of the vehicle
responsible for calculation of its trajectory, for example, of
the yaw rate sensor. This substantially improves the results
and simplifies the computations in Stage 3 of the proposed
procedure. We have already dealt with this problem during the
implementation of a company automotive project, in which it
was necessary to precisely filter the yaw rate signal to improve
the behavior of realized active safety functions [16].

IV. CONCLUSIONS

In this work we presented solutions which can be of
importance for the implementation of novel automotive ADAS
functions and their common usage in smart cities and in the
ITS in the nearest future. High quality standards for such
systems is expected, as the goal is to ensure full vehicle
autonomy relatively soon. The obtained results are therefore
important as the safety of the Intelligent Transportation System
users is concerned. It is frequently stressed that this system
will need support from the urban and the road infrastructures.
One of the main challenges involved with this idea is the
precise determination of the vehicle position with respect to
the urban infrastructure, other road users and other objects.

A prototype of the proposed method was implemented in
the Octave/Matlab environment and tested for different values
of particular parameters (trajectories, noise, measurement fre-
quencies, etc.). The model was investigated for different values
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of the noise and time delays – the sources of the systematic
and random errors – and it was shown that the estimation
of the real position of the RSU can be improved by more
than 90 %. For test purposes, we selected relatively large
values of particular distorting factors, which are rather not
expected in the real environment – the radius of the area of
uncertainty greater than 1.5 m, accompanied by the noise with
the amplitude at the level of 50 % of the selected radius. After
the calculations, the obtained deviations from real position do
not exceed 2 – 10 cm., which can be regarded as a satisfactory
result.

Larger values of distorting factors were chosen for one more
reason. Real road tests are needed to verify the reliability of
the proposed method. Presently, it is not possible to carry out
comprehensive tests of this type due to the lack of functioning
V2I networks. That is why larger values of distorting factors
were assumed to take the worst case scenario into considera-
tion.

However, all calculations were performed assuming equal
heights of the RSU and the vehicle. The problem of unequal
heights would require additional calculations in three dimen-
sions. Another solution would be equipping the devices with
the information regarding their heights, which would result in
less complex computations.
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Abstract—Nowadays DDoS attacks using devices from IoT
networks are frequent and extensive. Given that IoT network
instances are distributed and deployed on the conventional
Internet structure, DDoS countermeasures in IoT need to be fully
distributed and coordinated all over the components that form
each IoT instance. This paper presents a host-based intrusion
detection system (HIDS) that was designed and prototyped to
protect the components of IoT network backbones comprising
conventional switches and routers, not IoT devices. In our
design, a set of the proposed HIDS executes conventional se-
curity verification, like default username and password, known
attacks signatures, usage of resources, processes, ports and open
connections, while also interacting with a Controller of the
HIDS set to allow the coordination of intrusion detection actions
relative to DDoS attacks distributed all over the IoT instance.
The designed distributed HIDS is evaluated in a controlled
environment that, although being a local and isolated network,
realistically represents IoT network instances.

Keywords—Internet of Things (IoT), IoT Security, Distributed
Denial of Service (DDoS), Host-based Intrusion Detection System
(HIDS), Distributed HIDS, Mirai botnet.

I. INTRODUCTION

Nowadays a significant increase has been observed in both
the total number and duration of distributed denial-of-service
(DDoS) attacks [1], one of the most known cases being the
Mirai botnet [2], which on October 21, 2016, performed a
massive attack that left much of the US East Coast without
internet access. This attack broke the record of generated
traffic in that year reaching 1.2 Tbps using a worldwide
network of security cameras and leaving websites such as
Netflix, Twitter, Amazon and PayPal unavailable. This record
was latter surpassed by a 1.35 Tbps attack against GitHub [3].

This kind of malware is particularly noted for taking ad-
vantage of IoT devices which are plagued by basic security
vulnerabilities, such as default user identifiers and passwords.
This allows the malware to establish access and then to be
installed, thus turning the device into a bot victim or zombie,
i.e., a malware-infected device that is somehow controlled by
an attacker [4]. Upon reaching the desired amount of bots,
the botnet controller commands the attack that is performed
from potentially all compromised bots. Then, the DDoS attack
consists of bots sending requests and traffic to a particular
server to exhaust its computational resources and to exhaust

the limit of connections supported by the server, disabling it
to function properly.

These attacks, including the Mirai botnet and its variants,
as well as other different botnets, call for greater security
in IoT devices and IoT network components, given the risk
of exposing the Internet infrastructure to increasingly larger
DDoS attacks [4]. Popular cybersecurity reports, such as [5],
discuss the reasons for such security events highlighting that
organizations and users are implementing low-cost IoT devices
as quickly as possible with little or no security concern. There
is also the possibility of new vulnerabilities being discovered
even if the known ones are repaired. In this situation, perma-
nent and evolving security measures must be integrated into
the components of IoT network instances.

Given the need for this type of security measure for IoT
networks, and considering that current IoT network infrastruc-
tures mostly use conventional routers and switches, this paper
proposes a distributed host-based intrusion detection system
(HIDS) for IoT backbone components, including conventional
switches and routers. IDS are security tools that are becoming
increasingly necessary as firewalls and other security measures
are not sufficient to guarantee the integrity of the network [6].
In our design, a set of local HIDS is distributed into the IoT
backbone and these local HIDS interact with a set Controller
that coordinates the distributed HIDS.

The proposed design also considers that a basic action to
identify security vulnerabilities is the proactive monitoring
of network elements. Several protocols can be used for this
purpose, such as the traditional monitoring via the Simple
Network Management Protocol (SNMP) that allows a net-
work manager system to perform periodic requests from local
Agents to network devices. This protocol is leveraged in
this paper proposal. Another protocol used to support the
detection of security vulnerabilities is Syslog. It is used to
convey event notification messages [7] that usually come from
logs generated by the operational systems, firewalls or other
network elements and contain information about events in each
host. The logs can be accessed locally or remotely or can be
exported via Syslog to a centralized station where they can be
analyzed and stored for longer periods.

Our design uses proactive monitoring allied to intrusion
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detection to allow the identification of malicious attacks and
reduce significantly the possibility of invasions. The proposed
HIDS is designed to be integrated with the IoT middleware
and its supporting components as a fully distributed security
service, given the need to have coordinated protection covering
the whole set of components present in each IoT instance, as
discussed in [8].

Besides this introduction, this paper is organized as follows:
Section II presents a brief review of literature about IDS and
Section III presents related works on security issues in IoT
backbones. Section IV is devoted to the proposed Distributed
HIDS for IoT Backbone Components and Section V describes
respective validation tests and their results. Finally, Section VI
presents general conclusions and suggestions for future work.

II. RELATED WORKS

As this paper focuses on security issues in IoT network
backbones, this section summarizes literature views of some
concepts that are useful for understating the paper content.

A. IDS

Authors in [9] define intrusion detection systems as a
combination of software and/or hardware components that
monitors computer systems and raises an alarm when an
intrusion happens. Other references, like [10], include in their
definition the detection of policy violation and the logging of
events.

Intrusion detection systems are a very common tool in
the defense against multiple kinds of threats, being widely
utilized because of their benefits of flexibility, effectiveness,
and interoperability, although these systems cannot be used
as the sole and complete solution for security problems, as
discussed in [6].

Existing IDS proposals use different structures and pro-
cesses, regarding the location of the IDS, detection methods,
responses, timing, architecture and criteria for monitoring
targets. Still referring to [6], a Network-based IDS (NIDS) is
the most common form of intrusion detection system whose
basic idea is to monitor and analyze packets mirrored from a
switch, firewall or any other network active device, and the
alert about possible malicious activity. Alternatively, a Host-
based IDS (HIDS) analyzes data internal to a computer system,
such as audit trails, system logs, and critical system files.

B. HIDS

According to [11], an HIDS monitors and collects the state
of hosts or server systems that are running in public services
containing sensitive information, and the related suspicious
activities. Reference [6] shows that HIDSs have a high pre-
cision rate on determining users and processes which are
involved in an attack. But, paper [10] points out a potential
disadvantage, since HIDS rules are predefined based on the
current operational systems architecture and its behavior, thus
future upgrades and drastic changes could cause problems.

C. Remote IDS

A remote IDS works similarly to a normal IDS, apart
from the information being transmitted over the network to
a resourceful server. Paper [12] proposes a system built using
distributed intelligent data mining agents. Those agents would
exchange the gathered data, logs and activity with each other
and detect malicious activity at different levels.

III. SECURITY ISSUES IN IOT BACKBONES

Also in this section discusses other works about security
systems for network infrastructure components, e.g., switches
and routers, and also points out the difference between their
approach and our proposal.

The security of network gear has been an interesting re-
search and development issue for academy and industry given
the permanent concurrency regarding ever evolving security
requirements for network devices. As a result, for instance, de-
vices may come with the capability of port security [13], which
is a router software configuration that enables the filtering of
packets via a white list of previously configured middle access
control (MAC) addresses that are allowed to communicate
with a given interface. In this case, when a packet from a
not-allowed MAC source arrives in an interface with port
security configured, the router software will apply a pre-
configured action like port shutdown. Port security, however, is
not the only security configuration for network devices, Direct
Host Configuration Protocol (DHCP) snooping [14] is another
method for implementing security in the network infrastructure
that prevents a fake DHCP server from distributing IPs on a
target network. This type of protection is of great importance
in the network because the false DHCP server can distribute
IPs inside a valid network range which will eventually generate
duplicity of addresses, and thus unavailability of services.
These solutions are efficient ways to protect the network
devices against a small set of attacks. However, for other
attack types, such security settings are useless, and there
are still operating devices that do not have such security
capabilities. Our solution differs from the discussed ones
since its purpose is to complement these security policies by
employing the analysis of collected metrics from the network
devices operating system, regarding known security flaws
for specific devices, malformed passwords, leaked passwords,
SNMP communities etc, offering the functionalities that are
discussed in Section IV.

Some authors have addressed secure network device lever-
aging an IDS in different ways. For instance, in [15], the
authors propose an IDS called JiNao that analyzes OSPF traffic
arriving in a network router to detect deviations from the
protocol expected behavior. This detection system is divided
into four main entities:

1) Rule based prevention: Module that implements a set
of rules/policies used to filter packets related to a pre-
viously known violation. The application of these rules
serves to avoid attackers to cause low response time from
the IDS due to unnecessary processing;
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2) Detection module: this module is responsible for in-
specting OSPF packets to find deviations in the protocol
behavior, which is performed according to two main
methods: protocol and statistical analysis. The protocol
analysis is implemented with an OSPF state machine
that describes the normal OSPF operation and allows
to detect whether an OSPF entity goes to a state that
doesn’t match the expected one. In this case, an alert
is generated. The statistical analysis is used to define a
behavioral pattern for the OSPF protocol so that, if a
packet deviates from the pattern, an attack is identified.
These methods are complementary because they address
different situations;

3) Decision module: this module is the responsible for de-
cision making in the JiNao IDS, a process that takes the
output from protocol and statistical analysis to determine
if an attack is happening and then, if misbehavior is
identified, an alert is generated destined to responsible
entities;

4) JiNao MIB: the IDS maintains an SNMP Management
Information Base (MIB) to provide network manage-
ment services with the information about the security
analysis regarding the OSPF protocol. This MIB is used
to feed information generated by JiNao into a network
management system like Zabbix.

This organization of JiNao provides a security system for the
network infrastructure that acts directly in the OSPF routing
protocol, verifying if the protocol execution is as expected.
This implementation however only focuses on the routing
protocol, staying limited to the network layer operation, while
our proposal acts directly in the network infrastructure system
to detect vulnerabilities.

Also regarding network infrastructure security, the paper
[16] proposes a NIDS for active routers using the data mining
algorithm random forest for intrusion detection. First, this
NIDS captures packets from the network and these packets
are submitted to the random forest algorithm aiming at the
creation of a dataset for the network existing services. This
dataset is then used as the default network behavior to be
used for the detection of intrusions which are characterized
as anomalous behavior when compared to the created dataset.
This cited paper argues that, due to the level of complexity of
the misbehavior detection algorithm, the traffic analysis can
not be made as the packets arrive, so the detection happens
sometime after the packets arrive in the security system.
In this same paper a three-layer architecture is proposed to
enhance the security of the network routers, comprising a
protocol decoder, a misuse detector and an anomaly detector.
This anomaly detector is based on network behavior analysis
using the previously generated dataset. The misuse detection
proceeds with serial packet payload analysis involving each
of the network routers, based on the fact that the first-hop
router produces a message digest of the packet payload using
the Message-Digest algorithm (MD5). Thus this digest is
analyzed in each network router to see if the packets have been

tempered with. Although this approach detects misbehavior by
comparison with the standard network services pattern created
using random forests, it is, however, unable to detect problems
occurring in the router host as our proposal which acts directly
in the network device to detect its security flaws.

Regarding host-based IDS proposals, the work [17] intro-
duces the idea of a Distributed Intrusion Detection System
(DIDS) which gathers information from remote hosts on a
local area network (LAN), being directly related to the work
being done in this paper. In the cited paper, a central role
is given to the director entity, which represents the system
where the information converges to. Similarly, in our proposal
a centralized station, the Controller, collects and processes
information gathered from the hosts of the network infras-
tructure, but while the LAN communications in [17] uses the
CMIP protocol, which is an application layer protocol that
lacks internal security, our proposed architecture leverages
the SSH protocol and its safeness since it assures message
authenticity by distributing the public key of the centralized
station to the cooperating hosts in the proposed configuration
process.

A remote IDS is proposed in [18] by means of web
service that provides data analysis to hosts that do not have a
local IDS. In this configuration, the hosts and sensors collect
preprocess data that is sent to the centralized data analysis
web service, which has a role similar to the Controller in our
proposal. It is worth to point out that our centralized station
is able to processing the data from a set of hosts and uses a
neural network to analyze and perform machine learning so
it allows more precise analysis and countermeasures as new
agents use the IDS.

IV. DISTRIBUTED HIDS FOR IOT BACKBONE
COMPONENTS

This work proposes the implementation of a Distributed
HIDS for IoT Backbone components. In view of the concern
with the security of IoT networks, the HIDS proposed must be
located in a very usual infrastructure nowadays, an IoT net-
work that has conventional routers and/or switches to connect
the specific IoT equipment. So this paper focuses on modules
for these routers and switches, not IoT devices, considering
that complementary protections for the IoT specific devices
must be provided with countermeasures specific to these
devices such as proposed in the previous and correlated paper
[19]. This cited paper describes a local signature-based HIDS
that runs in IoT smart devices. Once a Smart device is inserted
in the network, it must download the HIDS application. Then,
each device updates its set of local rules with the remote rules
that are constantly revised, maintaining all the final devices
up-to-date with the security requirements. Thus, this paper
proposal must be considered as being part of a comprehensive
security solution for IoT in which different IDS configurations
are established among different layers of the IoT infrastructure.

The architecture of the HIDS proposed in the present
paper is shown in Fig 1 with the backbone components, i.e.,
conventional switches and routers in an IoT network instance,
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and our proposed Controller present and available by means if
the Internet infrastructure. The Controller maintains databases
for the data coming from the backbone components, as well
as for the rules that will be used by the distributed detection
set of HIDS.

The HIDS will remotely perform a set of periodical security
verifications in each of the network managed devices and
generate a report on the security vulnerabilities that are found
in routers or switches.

To perform this role remotely, a Controller uses the database
containing the necessary information collected from the back-
bone components that must be checked and the other database
containing the rules for the verification to be executed. The
database for backbone components data stores the information
according to the JSON format, as shown in Fig. 2, so it can
be easily used as a Python dictionary. Passwords are saved as
hashes in this database.

A. HIDS parameters

The HIDS development was intended for the network ad-
ministrator usage, as it needs confidential information from
the backbone components. The information needed is:

• device type
• IP address
• username
• password
• secret
The Controller allows the administrator to list the devices

that are registered in the database and then the administrator
is able to insert or remove a device. The Controller will
connect to each listed device through an SSH channel and
run authenticated verifications. The administrator also has
the option of not revealing the passwords of the backbone
devices, then the Controller will execute some unauthenticated
verifications. In this case. as the Controller cannot establish
the connection to the device, it will try a brute force access to
discover the username and password. If it is successful then all
the verifications will be executed, otherwise just CPU usage
and port scan verifications will be done.

In the end, a report is generated containing the detected
security vulnerabilities highlighted in red and good security
practices highlighted in green. Each device will have its
specific report so that the administrator is able to take actions
to correct security vulnerabilities considering all of those
reports.

B. Security Verifications

The Controller performs a series of analysis on the remote
backbone component to verify the integrity in the device’s
system. These verifications are presented bellow and classified
according to the related risk.

1) Default username and password: One of the most com-
mon vulnerabilities is the use of default or common user iden-
tifier and password in devices. These devices are extremely
vulnerable to malware that uses brute force dictionary attacks
to gain access to a device. For instance, the malware Mirai

malware uses a simple dictionary for the default username
and password [2].

As mentioned above, as our proposed verifications will also
be done when the administrator does not reveal the device
password, in these case the Controller will use one brute
force dictionary and try to establish the connection to the
device. If the connection is successful it indicates that the
device is vulnerable and has a default or common username
and password.

In the case the administrator provides the device password
registered in the Controller database, the connection will
be established using the given password. Therefore, for the
verification, instead of trying to establish a connection to the
device using a brute force dictionary attack, the Controller
will access all usernames and passwords in the device. For
instance, ss the passwords are encrypted in usually 2 types in
Cisco switches, type 5 and type 7, the Controller will try to
convert the hash password to plain text, and then compare it
with a brute force dictionary. If the password is successfully
converted to plain text and is in the dictionary, it indicates a
default or common username and password vulnerability.

It is important to emphasize that the data acquired in the
brute force attempt is only used by the local Controller to
find security vulnerabilities and remains in it. In no way,
the information gathered will be used against the owner of
the device, as it is expected that the Controller computer is
physically and logically protected.

Based on the fact that a potential attacker can use the default
username and password vulnerability to fully compromise the
confidentiality, integrity, or availability of a target system,
particularly in IoT instances, it is classified as a high-risk
vulnerability.

2) Leaked password: Some attacks on companies that
have a database of user information often lead to a leak
of passwords, credit card numbers among other confidential
information. Given this type of leak, a device password check
is performed on the “haveibeenpwned.com” site.

The site checks if a password has already been compromised
in some previous type of data leak. To not expose the password
by sending it to the site, a hash technique is used. In this
technique the user sends a request to the site with the first
10 characters of the password after it has been encrypted,
then the site returns a list with the compromised passwords
corresponding to the 10 hash characters sent. Then a local
comparison is made to know if the user password is within the
list, if so it implies that the password has been compromised
by some leak.

Again it is important to highlight that the information will be
used only locally and made available only for the administrator
of the network to take actions.

As described for the precedent vulnerability, the flaw now
described also creates loopholes that can completely com-
promise the integrity of the system. Therefore, it is also
considered a high-risk vulnerability.

3) Known vulnerabilities: The National Vulnerability
Database (NVD) provides to the community a large list of
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Fig. 1. The Logical architecture of our proposal. 1 represents the the attacker entry point. 2 represents the connection between the Controller and the network
devices. 3 and 4 represent the data flow between the Controller and its databases

Fig. 2. JSON of a backbone component

security vulnerabilities, classified by the vendor, the model
and the version of systems. For each vulnerability, a Common
Vulnerabilities and Exposures (CVE) is created. CVEs are
used to identify and catalog vulnerabilities in software or
firmware into a free dictionary for organizations to improve

their security.
The Controller, knowing the vendor, the model and the

version of the device, as gathered by the SNMP protocol, is
able to request all the CVEs for each specific device being
verified. Then it gets a list of the CVEs containing the CVE-
id, the publication date and a description of the vulnerability.
This information with data obtained in the verifications allows
to determine if there is a vulnerability identified by a CVE for
each device. This information will be given to the administra-
tor to take action.

As these vulnerabilities are extremely variable, their severity
depends on the degree of risk they represent in a specific
routing configuration and can not be previously classified.

4) Resources used by routing devices: Resources used by
a router or a switch may indicate a problem with the device
or some possibly malicious action that is trying to overload it.

GUILHERME KFOURI ET AL.: DESIGN OF A DISTRIBUTED HIDS FOR IOT BACKBONE COMPONENTS 85



Therefore, in our proposal a check is provided for the amount
of CPU and memory being used by the devices.

Using the SNMP protocol, the percentage of CPU usage
is checked and, if it is above 80 percent, this indicates that
something is compromising the performance of the device.
Then, a scan of the running processes is performed to list
the processes that are consuming more CPU and possibly are
related to the cause of the problem.

The amount of memory is also checked, including he total
amount, the amount used and the amount of free memory. If
the percentage of usage is higher than 80 percent of the total
amount, the report will flag it as a potential vulnerability.

These vulnerabilities do not always represent an imminent
risk to the integrity of the system as a whole and may some-
times only represent the normal functioning of the system.
Therefore, it was considered a low-risk vulnerability.

5) Port scan: The device ports are scanned to check for
possible security vulnerabilities in open ports. This informa-
tion will be used in parallel with information already known
from the model and specific version of the device.

Often port scanners are used in attack planning phases and
can lead to serious security incidents. Having open ports is
considered a medium risk vulnerability.

6) Current configuration: Once the Controller has estab-
lished a connection to the backbone component, it will analyze
the current configuration on the device. It will look specifically
for configurations that can lead to misbehavior on the device.

The Controller starts by checking if the SNMP community
string is common and whether it gives write permission to the
MIB, which would allow an attacker to make changes in the
device, what is considered an indeed important vulnerability.
The Controller then looks if the HTTP protocol is enabled in
place of HTTPS, as HTTPS is more secure than HTTP. Then
it is checked if the IP CEF is enabled, as if not it can cause
slowness in the device.

Finally, the Controler analyses if the telnet protocol is en-
abled, as using this information with the known vulnerabilities
for the specific model of the device it is possible to classify
it as a problem or not in the device.

Having the write permission to a SNMP protocol grants
power enough to change specific configurations and to even
turn off a device.Therefore, it was considered as a high-risk
vulnerability.

Table I summarizes the risk rating of each vulnerability
classified by the proposed IDS.

V. TESTS AND RESULTS

To validate our Distributed HIDS for IoT Backbone Compo-
nents we developed a corresponding prototype and performed
a battery of tests in a controlled environment, i.e., a local and
isolated network without compromising public or other private
backbone components.

We executed the developed software to evaluate 3 backbone
components. Fig. 3 shows the architecture used in the tests.

TABLE I
VULNERABILITY RISK RATING

Vulnerability Risk
Brute force high
Common password high
Leaked password high
Common secret high
Memory utilization low
CPU utilization over the last minute,
CPU utilization over the last 5 seconds,
CPU utilization over the last 5 minutes

low

Community string in SNMP protocol high
IP CEF low
HTTP is enabled without HTTPS medium
Telnet enabled medium

Fig. 3. Simplified architecture of the tests executed.

TABLE II
EXPECTED FORMAT OF THE OUTPUT IN THE REPORT

Vulnerability Format
Brute force If it was used, if it was successful

Common password Shows the common passwords found
separated by comma

Leaked password The password: amount of occurrences
Common secret Default secret or no secret

Memory utilization Memory utilization in percentage
CPU utilization over the last minute,
CPU utilization over the last 5 seconds,
CPU utilization over the last 5 minutes

CPU utilization separated by comma

Community string in SNMP protocol The common strings followed by the
configuration separated by comma

IP CEF Configured or not
HTTP is enabled without HTTPS Yes or no

Telnet Open or not
Port scan Open ports separated by comma

CVE Vulnerabilities CVE-id, date, description
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The first backbone component, called ‘Device 1’ is a
Cisco Router where almost all the security vulnerabilities are
present, except the exhaustion of resources which we could
not simulate. The administrator has given the SSH device
password and username to the IDS, so that the brute force
technique is not utilized.

The second backbone component analyzed by our HIDS
was the Cisco Switch named ‘Device 2’. In this case, the
administrator do not give the SSH username and password
to the IDS, so it utilizes the brute force dictionary trying
to guess the credentials. As it is successful messages about
default username and password are printed in the report, as
shown in Table III. Now, having the credentials of the device,
the HIDS continue to execute the other verifications.

The third backbone component is a Cisco Router named
‘Device 3’ and considered by the authors a router with
configurations close to those expected in the majority of real
environments, which means that the vulnerabilities found in
it are also the ones expected by the authors to be the most
present when implementing the HIDS in a realistic situation.

Having the information needed from the 3 devices cited
above in the devices database, the HIDS is able to establish
an SSH connection to each device, one by one, and execute
the verifications. In Table II we present the format expected
of the outputs in the reports. A report is generated for each
device and Table III summarizes the results.

The first interesting result regards the brute force technique
that was used only against the Device 2, for which the
Controller did not have the username and password. The
proposed IDS discovered the username and password cisco
and with this password the Controller continued to execute
the verifications.

Then, as the common passwords of all users are checked,
the IDS found in all 3 devices at least one user with a common
password. The common passwords were also found to be
leaked passwords, reinforcing the huge exposure that they
represent.

The secret password was verified after that and again re-
sulted in the default secret, which is cisco. Then the Controller
looks for resources usage, analyzing the CPU and memory
being used in our tested devices, concluding that there was no
problem since none of them were using more than 80 percent
of the total capacity.

A really important vulnerability that is surprisingly common
in backbone components is the community string in the SNMP
protocol being set as public for read and private for write
operations in the MIB. An attacker with write permission
access to a device can do massive damage, including turning
off the device. In all 3 reports the warning to this vulnerability
appeared, followed by the configuration of the SNMP protocol
in each device.

Next, it was reported in the Device 1 that the IP CEF was
not configured and the HTTP was enabled without HTTPS,
representing a security vulnerability.

Finally, the open ports of the devices are presented in the
reports. It is important to notice also that the HIDS found

a CVE vulnerability for the device 1, as it is written in the
description of the CVE that there is a possibility of DoS attack
through Telnet. With that information and the information
previously shown in the report that the Telnet is enabled
and the port 23 is open, the administrator can take actions
immediately.

In this validation process, the proposed HIDS set has
proven to be capable of solving the problems presented in
Section I related to common and default credentials. This
distributed HIDS also provides key information relative to
security breaches identified in generated reports for the ad-
ministrator.

VI. CONCLUSION AND FUTURE WORKS

A distributed HIDS is proposed in this paper to execute a
series of verifications and look for vulnerabilities in multiple
devices in IoT backbones. A centralized station called Con-
troller is used for storing and managing information regarding
participant devices, being the main tool for the network admin-
istrator. The Controller interacts with a set of devices through
SSH connections and for each device it runs verifications
regarding vulnerabilities and security-related events.

Some basic vulnerabilities that are verified by the proposed
system, like default or common usernames and passwords, are
highly emphasized in this paper due to the large number of
attacks that are taking advantage of them, especially by IoT
botnets like Mirai.

By running tests in a local and controlled environment, it
was possible to analyze three types of generated reports. The
HIDS showed its ability to tackle the common username and
password issue, either by executing tests directly in the devices
for which the HIDS Controller had the necessary credentials,
thus being able to find all weak passwords. Also, by using
a brute force dictionary procedure on a device for which the
Controller hadn’t the credentials but managed to discover bad
passwords, thus alerting the administrator of the possibility of
brute force attacks to this device.

Based on other verifications regarding open ports, enabled
protocols and information about the resources verified by the
HIDS, the respective reports contained crucial information for
the administrator of the network to take actions.

In future works, the distributed HIDS is going to be tested
in a larger set of routers and switches from other different
vendors. Also, considering the evolving relationship among
vulnerabilities and attacks, a machine learning approach is un-
der consideration for the analysis of the gathered information
as a whole to allow the Controller to autonomously execute
countermeasures against attacks.
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Abstract—The Internet-of-Things (IoT) technologies and 

cyber-physical systems has facilitated production monitoring 

and control. However, researches and applications still lack a 

standardized framework and an integrated technological 

solution that can maximize the leverage of real-time monitoring. 

This can be achieved through enabling data transfer and 

exchange between all entities/organizations in supply chains 

and accordingly utilizing the monitored data. This paper 

introduces a framework for production monitoring that utilizes 

and integrates ontological model, which implements and 

integrates Semantic Sensor Network (SSN) ontology with 

production monitoring services. In addition, Complex Event 

Processing is integrated in the proposed model to enable event 

patterns identification and undertake the appropriate (pro-

active) action accordingly. The framework is constructed based 

on ISA-95 and SCOR standards. The utility, applicability and 

efficacy of the proposed framework is validated by its 

application on a real-life large-scale case study in the domain of 

laser cutting machines. 

I. INTRODUCTION 

N manufacturing, it is crucial to ensure that production 
processes are ongoing without any problems. 

Accordingly, the manufacturing machines and used resources 
need regular monitoring to eliminate production losses in 
case of machines’ unexpected breakdown or in case of 
producing final products with unacceptable quality. To avoid 
these problems traditional methods use human inspections 
[1] and planned regular machines maintenance [2]. However, 
Visual inspection is not sufficient; due to the limited 
detection range of observations [3]. In addition, relying on 
regular machine maintenance schedules might increase costs 
if machines are maintained prior to their need. On the 
contrary, it might not be detected that a machine needs 
earlier maintenance scheduling and would lead to machine 
break-down and significant losses. 

The IoT technologies covers the previously mentioned 
gaps, through being able to monitor machines' conditions in 
a reliable and regular way [4]. As reported by Bera [5], one 
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of the big industries that uses IoT devices is the 
‘manufacturing’ industry; as it contributes by 40.2% from the 
different industries share in the IoT devices usage, in which 
the IoT devices are mainly used for robotic machinery 
control and fault diagnostics. In a survey carried out by 
Capgemini Digital Transformation Institute [6], it was found 
out that 57% out of 300+ companies had problems with not 
having IoT standards for data sharing and interoperability to 
follow. In order to overcome this challenge, semantic 
technologies must be used according to [7] ,[8] and [9].  

Enabling real-time production monitoring and allowing 
direct communication with service providers or entities in 
the supply chain, would result in efficient production plans. 
Therefore, the aim of this paper is to introduce an integrated 
framework that is founded on formal ontological domain 
models and integrates IoT technologies (mainly sensors) 
with production monitoring services. Furthermore, the 
proposed model integrates complex event processing [10] to 
utilize data collected and identify abnormal event patterns 
arising during the production process. A real-life large-scale 
case study that is conducted in the context of the H2020 
ICP4Life1 project, is used to validate the usage, applicability 
and efficacy of the proposed framework and its implemented 
solutions.  

The paper is divided as follows: In section (II), the 
background of IoT and ontologies is illustrated. In section 
(III), related work efforts are summarized. In section (IV), 
the used case study is demonstrated, while in section (V) the 
proposed framework is elaborated. Section (VI) includes 
implementation and evaluation details. Finally, section (VII) 
includes the conclusion and future work. 

II. BACKGROUND 

In order to efficiently integrate the IoT technologies, it is 
crucial to take advantage of the semantic technologies 
capabilities, specifically ontologies. In this section, we will 
illustrate shortly the capabilities, components and structure 
of (A) IoT (B) Ontologies. 
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A. Internet-of-Things 

Internet-of-things (IoT) connects things/objects through the 
internet, through uniquely identifying each of the objects in 
the network and giving it the capability of communication 
with other objects/things. IoT architecture is composed of 
four main layers [4]: (i) sensor layer:  which is concerned 
with all the physical devices involved to know the state of 
the object/thing, store its data or change its state. It includes 
sensors for collecting information about the object, as well as 
actuators for actuating on a specific object. It includes the 
RFID, that is responsible for storing data about the object. 
Additionally, this layer might include other devices used in 
data exchange and collection such as: smart phones, 
cameras, microphones, etc. (ii) network layer:  which 
represents the means of data exchange throughout the 
network. (iii) service layer: This layer represents the means 
of services exchange (iv) interface layer: this layer represents 
the presentation/ displaying of the collected data to the end-
users through different applications. 

B. Ontologies and Semantic Sensor Network Ontology  

As defined by Liu and Özsu [10], ontologies are used for 
the representation of knowledge in different domains by 
means of introducing the commonly used set of data or 
classes as well as their attributes. Moreover, they enable 
expressing the relationships between the different classes and 
their properties [10]. Ontologies are based on abstract 
representation of the data model, giving flexibility to 
separate the data models and the structures used or generally 
separating it from the implementation. Accordingly, the 
independence given to the data model in case of being used 
by an ontological model facilitates interoperability and 
standardization. 

The Semantic Sensor Network (SSN) [11] is a standard 
ontology developed by W3C for representing sensors, their 
observations and their applied context. Moreover, it 
describes actuators, actuations and their applied context. It 
will play a crucial role in the proposed model as it represents 
a standard representation for the IoT used components in 
sensing and actuating and the main classes and properties 
needed. 

III. LITERATURE REVIEW 

A. Integration of Production Monitoring Systems and IoT 

There are several models proposed by different researches 
and SW companies that utilize IoT in production monitoring. 
Each of the models has a specific perspective and facilitates 
certain system's functionalities as illustrated below and 
summarized in Table I: 

Ding, Jiang and Su [12]proposed social manufacturing 
system that facilitates real-time production and 
transportation monitoring and analysis.  The system was 
based on the use of RFID and was evaluated by a printing 
machinery company. The system framework is divided into 
three layers: (i) Physical layer: which mainly contains RFID 

tags, readers and antennas. (ii) Application layer: which 
connects the manufacturing company with the customers and 
suppliers by the aid of service-oriented architecture 
concepts. In the conceptual model they defined two types of 
databases that should be implemented: Private databases and 
Public database. Each of the supply chain entities should 
have a private database to store their related real-time 
information, while the public database is meant to store the 
common information between the different entities. (iii) 
Social layer:  this layer integrates the system with different 
social media apps, such as Facebook and twitter, as the 
medium of communication. 

Mi and Kara [13] introduced a methodology to formulate a 
real-time manufacturing monitor application based on two 
steps. First, they defined how to design the architecture of 
the system. Second, they defined how to choose the 
components. They tested their methodology on a small-scale 
case study, in which they monitored the environment 
temperature of an office. Their focus of assessment was 
mainly considered with the possibility and ability to use 
Wireless Sensor Networks (WSN) with IoT.  

Ding and Jiang [14] started their paper with describing 
how an IoT-enabled job-shop is configured and how the 
production can be integrated with the IoT. Then they 
proposed a data model for event-driven data collection and 
analysis. Finally, they evaluated their work through a 
simulated case study.  

Lee, Noh, Kim and Kang [15] proposed an architecture 
framework for Cyber-Physical Production Systems which 
aims for predicting quality and control of production 
processes. The framework integrates IoT, production 
processes and AI and they tested it on actual plants. The 
framework is mainly composed of three sub-systems: (i) Big 
Data Analytics system: which is responsible for storing the 
produced data from the IoT tools and the data manipulated 
by the manufacturing system. Also, it uses different machine 
learning tools to produce business insights (ii) Detection and 
Coordination System: this system is used for handling 
different events (iii) KPI Simulation system: Based on the 
collected real-time information and the production plan, a 
simulation model was carried out and produced reference 
KPIs for the expected quality and productivity issues. 

Ahmed et al. [16] proposed a conceptual model that uses 
fact-driven statistical methodology to analyze machines’ 
failure factors and causes and further facilitate critical 
failures prediction. Their conceptual model is divided to 
three layers: (i) Sensory Devices layer (ii) Data Storing and 
Sharing layer (iii) User Interface layer. 

B. Ontological Models for Production/Manufacturing 

From another perspective, there are several trials for 
proposing ontologies for production monitoring, which will 
be illustrated below. 

Cao, Zanni-Merk and Reich [17] proposed an ontology for 
condition-monitoring based on ISO standards, claiming that  
it is more generalized than the current available condition-
monitoring ontologies. They followed the iterative ontology 
development method, mentioned in [18], for developing the  
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ontology. Its core classes include: System, State, Process, 
Parameter, Sensor, Fault, Failure and Behavior.  

In an earlier work related to ICP4Life project, Maleki et al. 
[19] presented a framework that enables products’ 
customizing services by the aid of sensor ontology and this 
was  validated by using an industrial use case.  

Cao et al. [20] proposed an intelligent conditional 
monitoring ontology. It includes the main classes of 
production processes and faults handling, but it ignores 
classes related to the IoT technology. 

As a consequence of checking the available related work 
and the proposed models, it was found that none of them 
provide an interoperable standardized solution that can allow 
knowledge sharing through different organizations. 
Moreover, those models do not allow subsequent utilization 
of the gathered and exchanged data through using analytics 
or event patterns identification. 

IV. CASE STUDY 

The case study is carried out for turbine engine 
manufacturer, which is in our context the entity that needs 
production monitoring for laser cutting machines used in 
production. In related work [21] of the H2020 ICP4Life 
project, the objectives were concerned with co-designing and 
specifying the machine components and design according to 

the user's (turbine engine manufacturer) requirements. 
However, in the scope of the paper context, the objective is 
to utilize sensors added to the machine and to ensure data 
unification, to facilitate and enable data exchange with the 
service provider. 

The user uses a web application to customize the product's 
sensors related to the required after-sales services. 
Furthermore, the user monitors the information collected by 
the sensor using dynamic charts and is altered through the 
system in case of exceeding a primary determined threshold 
for the sensor readings, as shown in figure 2. For instance, 
the user can choose the temperature sensor for the 
monitoring and control service by dragging a 2-D image that 
represents the sensor and service in addition to the main 
components used in the laser cutting machine composition as 
shown in figure1. When the machine is working, the 
temperature changes recorded by the sensor will be reflected 
on the screen as shown in figure2. 

The manufacturing blueprint concept introduced by [22] is 
used to ensure having a smart manufacturing network 
through cross-functional integration and communication.  

TABLE I. 

RELATED WORK MODELS AND TECHNOLOGIES USED 

Paper Area of Interest IoT 

Technology 

Means of Integration 

and Communication 

Evaluation Limitations 

[12] Real-time production 
& transportation 
monitoring 

RFID Social Media Printing 
Machinery 
Company 

Each of the involved entities should have private 
database with the defined data interface of the 
model 

Service-Oriented 
Architecture 

[13] methodology to 
formulate a real-time 
manufacturing 
monitor application 

Sensors and 
RFID 
integrated with 
WSN 

Cloud Platform Office 
temperature 
environment 
monitoring 

The case study focused on the limitations and 
abilities of usage of WSN and RFID in the 
manufacturing company and did not proposed a 
standardized interoperable model that would allow 
data exchange with other entities/organizations 
such a suppliers and customers 

[14] IoT-enabled smart 
job-shop production 

RFID antennas 
readers, and 
active tags 

None Job-shop 
production lab 
simulation 

The gathered data is utilized inside the production 
company only 

[15] Cyber-Physical 
production systems 
monitoring and 
control 

General tools 
used not 
mentioned 
specifically 

None Piston engine 
factory 

The gathered data is utilized inside the production 
company only 

[16] Production critical 
failure analysis 

Sensory 
Devices 

Cloud Platform Beverage 
production 
company 

Lack of standardized approach for the exchanged 
data manipulation by the different organizations. 

[17] Condition monitoring 
ontology 

Sensors Ontology  ISO standards The classes used in the ontology has limited scope 
and do not fully integrated the IoT, Production 
processes and collected data utilization 

[19] Smart product service 
ontology 

Sensors Cloud infrastructure 
& Ontology 

Laser cutting 
machine 
manufacturer 

The classes used in the ontology has limited scope 
regarding the data collected utilization and the IoT 
classes 

[20] Intelligent conditional 
monitoring ontology 

- Ontology Rotating 
machinery 

The classes used in the ontology has limited scope 
and do not fully integrated collected data utilization 
and IoT  
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Fig.  1 Product Service Systems Customized after Sensors customization 

addition to the solution proposed in [23] 
 

 

Fig.  2 Temperature Monitoring and Notification 

V. PROPOSED FRAMEWORK 

Reviewing the main modules involved in product-service 
systems (PSS) stated by [23], which are: (i) PSS 
requirements elicitation. (ii) PSS configuration and 
customization (ii) Production planning (iii) Production 
execution. (iv) Production Monitoring, we will capitalize our 
proposed work in this paper on the production monitoring 
requirements.  

The main objective is to propose a reliable framework that 
enables real-time production monitoring and allows direct 
communication with the supply chain entities. Accordingly, 
the proposed framework is composed of four layers to meet 
the required objective as shown in figure 3. 

A. Data Collection Layer 

The first layer in the framework, is the ‘Data Collection 
Layer’ and it includes all the tools used to collect the data 
related to the machines' conditions and to the attributes that 
affect the product quality. It mainly contains all the IoT 
hardware such as sensors, readers, cameras, microphones. 
The needed hardware is determined according to the 
monitoring criteria. They are mainly installed in the machine 
context and their data is shared between the manufacturer 
and service provider. For example, in the case study 
temperature sensors where added to the cutting laser 
machine to measure the environmental conditions. 

B. Data Storage & Management Layer 

The data storage layer ensures two aspects: The 
interoperability and the data sharing. Storing the data in a 
data center that is accessible by all interested parties would 
facilitate communication. However, exchanging data that is 
meaningful and understandable needs a standardized 
approach. Accordingly, to unify data, the data storage & 
management layer are  based on ontology or the blueprints 
concept [22]. 

There are three main levels of ontology that form a 
hierarchy: (i) The Top-level ontology: which It defines the 
general terms, entities and their relationships. The main 
feature of top-ontology is that it can be implemented in 
several domains e.g. Semantic Sensor Network (SSN) 
ontology, as it includes the main classes related to the sensor 
network without defining the context or domain that they 
will be integrated in. (ii) The domain-level ontology: It 
defines entities, attributes and relationships related to a 
specific domain, which in our case will be the cutting-laser 
machines domain. The most common sensors involved in the 
observation of cutting laser machines will be added as sub-
classes of the sensor class. (iii) The application-level 
ontology: It contains the actual instances instantiated from 
the domain ontology in the running application. In the 
context of the case study, the actual sensor used for 
monitoring temperature is added as instance from the 
temperature sensor class. 
Top-Ontology/Blueprints: 

[22] introduced five main blueprints related to the 
manufacturing scope: 

• Partner/Stakeholder Blueprint: It is mainly concerned 
with the knowledge related to the partner's 
company, its details and capabilities. 

• Product Blueprint: It contains knowledge related to 
the product, its materials, needed resources, 
components and properties. 

• Product-Service: It focuses on the after-sale services 
needed for the product such as machine 
maintenance and upgrades. 

• Production-Plan Blueprint: It describes the process 
flow, involved activities and resources for actual 
production. 

• Quality Assurance Blueprint: KPIs metrics and the 
knowledge needed to ensure that the product’s and 
machine’s quality are reflected in this blueprint. 

In the context of our framework objectives, four main 
ontologies are integrated to the SSN ontology to reach the 
objective of the proposed framework. 

• Service Blueprint: The product service blueprint 
proposed by [22] is extended to integrate the 
appropriate classes from the SSN, which facilitates 
providing related services such as production 
monitoring and control. Primarily, the customer 
determines the needed services for their resources 
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Fig.  3 Proposed Framework 

 
 (products) and then accordingly, the sensors are 
determined. Finally, the observation process takes 
place. Some examples of the classes included in the 
blueprint are: (i) Service: It describes the service. 
(ii) Service provider: It represents the entity that 
provide the service. (iii) Customer: It represents the 
customer who requests the customized service. (iv) 
Sensor: It is one of the main classes integrated from 
the SSN as the sensor determination will be 
determined based on the service. 

• Event Blueprint:  It represents the entities used in 
detecting and monitoring events. Event tracking is 
facilitated after the integration of sensors, as they 
enable collecting real-time data and identifying 
abnormal patterns. An example of the classes 
included in the blueprint: (i) Event class:  It 
represents the event. (ii) Listener class: It represents 
the class that listens to the result and act 
accordingly by comparing the readings to the 
thresholds. (iii) Event handler class: It acts upon 
managing how the event and its readings are 
managed with subscribers or listeners 

• Production Blueprint: It describes the production 
processes and their segments. It also describes the 
needed resources and production processes 
monitoring rules. Examples of included classes: (i) 
Process Segment: Which includes the main steps 
carried out to perform specific process. (ii) 
Production rules: Which states the constrains and 
rules related to the production process. (iii) Product 
segment: It is the overlap definition between the 
production rules and the bill of resources (required 
resources) which are defined in the segment 
requirements. (iv) Resources: Which are the 
resources involved in the production process. 

• Analytics Blueprint:  It represents the classes needed 
for analyzing the collected data and results. In the 
current scope, it only includes the possible actions 
that could be taken after a specific event pattern 
detection. There are three main types of action: (i) 
Descriptive action: Which is just descriptive for the 
situation in the form of alert or message notification 
with the result. (ii) Predictive action: Which applies 
predictive model on the collected data to reach 
specific insight. (iii) Actuator action: Which 
represents the action that should be carried out by 
an actuator. 

• Production Monitoring Blueprint: It represents the 
means of integration and relationships 
representation between the main classes used from 
each of the previous blueprints. The blueprint is 
shown in figure 4 and is demonstrated shortly in the 
upcoming paragraph. 
Using the product production rules, the monitoring 

rules are determined, which describes the needed 
observable property and defines the needed 
listeners based on the threshold. The listeners listen 
to the event results of the observations made by the 
sensors. If the listener detects a specified abnormal 
pattern of events, an appropriate action is triggered. 
The action can either be informative, in which it 
describes what has happened in terms of sending 
warning or notification, or the action can be 
actuatable action, which is an action that triggers a 
specific actuator to act on specific actuatable 
property, or the action can be predictive action. 
An example of the instantiated individuals from 

the blueprint in the case study is as follows: 
The monitoring rule specify that the temperature 

cannot exceed 40 degree Celsius and there should 
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Fig.  4 Production Monitoring Blueprint

not be increase in temperature in 3 consequent 
readings by more than 0.1%. Accordingly, it is 
determined that machine temperature is set as 
observable property and temperature sensor is 
needed. The observations' results will be listened to 
by the listener to detect any matching pattern with 
the threshold and restrictions. In case of pattern 
detection, an informative action is taken through 
sending warning on the application screen. 

Domain Specific Ontology:  
The classes are customized depending on the domain 

context. For example: In case of the context of cutting laser 
machine, the cutting laser machine class will extend class 
equipment.  
Application Representation Ontology:  

Introducing a domain-ontology for a specific context like 
the laser cutting machines allows interoperability and 
knowledge sharing between different entities. However, if 
we need to map the process that sends data to the front-end 
dynamically, each organization should develop its own 
customization terms, to link the back-end data to the front-
end display.  To facilitate this process, we propose the 
'Application Representation Ontology'. The Application 
Representation Ontology is responsible for defining how the 
instances created shall be displayed. For example, to display 
the temperature sensor, it can include the displaying picture, 
location and dimensions of picture on the screen, the color of 
the surrounding frame and so on. This would allow the 
instances and their display properties to be read directly from 
the blueprints and displayed to the end-user.  
Data Exchange between different entities using blueprints: 

After the data is collected (at the manufacturer side) with 
the IoT tools the data is mapped to the domain ontology and 
the instances are created based on the data, the relative 
instances are sent to (the Service Provider). At the Service 
Provider the instances are compared against the domain 
Specific ontology and save its instances accordingly. 

A. Complex Event Processing 

As illustrated by [10], complex event processing is about 
detecting event patterns in real-time through monitoring the 
input data and listening to it. Then, in case of matching a 
pattern sequence an appropriate action is taken. It is used in 
the model as a main component for detecting event patters 
and acting correspondingly. 

B. Analytical Layer 

The analytical layer utilizes the collected data through 
demonstrating and justifying what has happenedpredicting 
what will happen and can also recommend the possible 
proactive action. This is reached by implementing 
descriptive, diagnostic, predictive and prescriptive analytics. 

C. Presentation Layer 

The presentation layer is the gateway for presenting the 
collected data and gained knowledge to the end users 
(stakeholders). It may include dashboards, managerial 
reports and user-friendly GUIs for data representation and 
production system control. 

VI. IMPLEMENTATION AND EVALUATION 

To ensure the reliability of our model: (i) Related 
standards were considered, which are ISA-95 and SCOR (ii) 
A standard ontology to represent the IOT classes integration 
was used, which is the SSN proposed by W3C. (iii) 
Limitations detected in other ontologies proposed by 
researches were overcame. (iv) The guidelines of how to 
create ontologies and the carried-out steps stated by [18] 
were followed. (v) The case study illustrated in section IV 
was carried in manufacturing cutting laser machines domain.  

In the case study, the following procedures were carried 
out during implementation: 
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A. Creating Instances 

Instances of the ontology/blueprint were created and 
stored using 'Protégé' ontology editor [24]. Example of 
created instances are shown in Table II and Figure 5: 

B. Ability of Reading and Writing Instances (Manipulating 

Blueprints) 

As the target of the blueprints is to have a common 
knowledge model that enables data unification and exchange, 
creating instances from blueprints as well as manipulating 
them is essential. Reading and writing from the blueprints is 
carried out by the aid of Jena, a java library, which enables 
reading/writing from/in ontology files. 

However, in order to make the process self-dependent of 
accessing blueprints until displaying content of the system. 
We recommend having a fourth ontological layer, above the 
third layer of instances to contain the main ontological 
classes needed in the display of the instances. For example, 
the GUI data properties that are specified for the temperature 
sensor includes the filling shape, the location at the screen, 
the color of the displayed picture, etc. 

C. Used Scenario and Instances for Simulation 

Using the Monitoring rules, it is determined that the 
temperature event of the surrounding environment of the 
machine needs to be monitored. Accordingly, the observable 
property is determined to be the temperature. Moreover, the 
temperature sensor is used for the observation. The listener 
listens to the results and according to the production rules, it 
compares the results pattern to the identified threshold. 
When the listener identifies abnormal patterns, an 
appropriate action is taken. In our system we have simulated 
the 'informative_descriptive_action' and a warning 
notification is sent. The prototype was implemented using a 
web app developed on Eclipse Jee Mars, version (4.5.2). 
Tomcat Server V8.0 was used. To handle back-end and 
front-end synchronization, AJAX was used aside from Jsp, 
java, HTML and JavaScript.  

 
Fig. 5 classes in Protégé  

 

D. Discussion  

The proposed model and system were able to provide an 
ontological model for production monitoring and mainly 
cutting laser machines domain. The data was saved and 
retrieved with reference to the model. The system enabled 
utilizing the data collected through complex event 
processing, which identifies abnormal patterns. Accordingly, 
the system was able to cover the gaps found in the other 
related works as seen in Table III.  

VII. CONCLUSION AND FUTURE WORK 

 
This paper aims to provide efficient framework for 

production monitoring based on domain ontologies and IoT 
utilization. Accordingly, the proposed contribution of the 
paper is threefold: (i) It defines the main layers needed for an 
integrated framework that enables real-time monitoring 
through using IoT technologies. In addition, it ensures data 
unification through an ontological model for data exchange. 
Moreover, it utilizes the collected data through integrating 

TABLE III. 

COMPARISON BETWEEN THE PREVIOUS MODELS AND THE PROPOSED 

MODEL 

Paper Monitoring 

using IoT 

technologies 

Means of 

Communi-

cation & 

Data 

Exchange 

Interop-

erability 

Utilizing 

collected 

data / 

Analysis 

[12] Yes Yes No Yes 

[13] Yes Yes No No 

[14] Yes No No Yes 

[15] Yes No  No  Yes 

[16] Yes Yes No Yes 

[17] Yes Yes Yes No 

[19] Yes Yes Yes No 

[10] No  Yes Yes  Yes 

Proposed 
Model 

Yes Yes Yes Yes 

TABLE II. 

CREATED INSTANCES EXAMPLE 

Meta-Ontology 

Level Class 

Domain Level Class Instantiated 

Individual 

Product Cutting Laser 
Machine 

Cutting Laser 
Machine Type A 

Product Component Lens Lens X 

Event Temperature Event Temperature Event 
A 

Product Segment Cutting Laser 
Machine Product 
Segment 

Co2 Cutting Laser 
Machine Product 
Segment 

Sensor Temperature Sensor Temperature 
Sensor A 

MAHA RIAD ET AL.: EFFICIENT PRODUCTION MONITORING ON THE BASIS OF DOMAIN ONTOLOGIES BY UTILIZING IOT 99



 
 

 

 

complex event-processing for abnormal events detection and 
supports the monitoring process via a presentable GUI. (ii) It 
proposes an ontological model for production monitoring 
based on the blueprints’ concepts introduced in [22] and the 
ISA-95 standards [25]. (iii) It introduces 'Application 
Representation Ontology' as a fourth level of ontologies 
mapping to define the means of displaying ontology's 
individuals in applications and systems. A case study was 
applied in the cutting laser machines domain for framework 
applicability evaluation.  

Current and future work efforts are in diverse directions 
related to Manufacturing and Blueprints Concepts. However, 
a main focus for the consequent work related to the proposed 
work in this paper, is the utilization of real-time data using 
analytics by the aid of ontology reasoning. Business 
Analytics will not only facilitate predicting crucial 
production concepts, but also will enable reaching a 
proactive approach that will make the production leaner. In 
another direction, the blueprints are to-be enhanced and 
extended in an iterative manner, to make use of industry 4.0 
capabilities and technologies. 
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Abstract—Low usability of mobile application is thought to 

diminish the perceived level of the quality by a user whose 

experiences substantially determines its market success or 

failure. However, while a single method of measurement 

employed to study usability may produce an unreliable or 

incomplete evaluation outcome, in this paper, contrarily we 

propose to take advantage of both qualitative and quantitative 

methods adequate to collect data, that would describe all 

usability attributes. In particular, in the scope of mobile 

application usability studies, this paper (i) depicts the main 

assumptions of elaborated M4MAUME methodology, (ii) 

describes the self-developed software tool (RVDA) for 

retrospective video data analysis, (iii) specifies the experimental 

setup, and (iv) discusses the preliminary results obtained from 

20 experiments performed on four different groups of  mobile 

applications. Eventually our findings lead us to the conclusion 

that mixing different methods have produced reliable and 

valuable outcomes which may be used to improve and manage 

usability in current and future projects, as well as to enhance 

existing software quality assurance (SQA) programs. 

I. INTRODUCTION 

SABILITY of desktop interfaces has been widely 

studied. During the past 30 years, the human-computer 

interaction (HCI) community has developed a plethora of 

concepts [1,2,3], inspection techniques [4,5,6], frameworks 

[7,8,9], and heuristics [10,11,12] in order to better 

understand, measure and evaluate usability, which simply 

aims at eventually delivering better software products [13]. 

The long lived marriage of hardware and communication 

technologies has brought about the inevitable shift from 

desktop to mobile computing [14,15], leading to new user 

requirements regarding mobile applications [16,17,18]. As a 

consequence, usability engineers face the issue of usability 

measurement and evaluation in the instance of new software 

settings, including user interface (UI) design [19], 

connectivity [20], context-awareness [21], as well as 

hardware capabilities, concerning screen size [22], storage 

space [23] and overall performance [24]. 

In light of systematic literature review and analysis, 

covering the volume of 791 documents, indexed by Scopus 

database and published between 2001 and 2018, we 

determined the research methods applied to measure and 

evaluate usability of mobile applications [25]. Our findings 

also show that in only a few studies, collecting data 

concerned more than one technique, since very few utilized 

the retrospective video data analysis as well. This research 

gap inspired us to establish a new laboratory, equipped with 

both hardware apparatus and software tools, as well as  

elaborate congruent methodology with all the necessary data 

collection techniques. 

The remainder of the paper is organized as follows. In 

Section II, a brief research background is described, 

followed by the M4MAUME methodology (Section III). In 

Section IV the RVDA tool is specified. In Section V we 

detail the general settings of the experimental setup, 

followed by a discussion of the preliminary results obtained 

from the undertaken experiments. Finally, Section VII 

concludes the paper. 

II. DEFINITIONS, MEASURES, AND METHODS 

The generally accepted definition of usability is the one, 

given by ISO in 92411-11, which states that usability is the 

“extent to which a system, product or service can be used by 
specified users to achieve specified goals with effectiveness, 

efficiency and satisfaction in a specified context of use” [26]. 
This definition has been adopted in the majority of  studies 

in the subject of  mobile application usability. 

In our latest study [25] we pointed out the ten  most 

frequent usability attributes, namely: efficiency (70%), 

satisfaction (66%) and effectiveness (58%), learnability 

(45%), memorability (23%), cognitive load (19%), errors 

(17%), simplicity (13%), ease of use (9%) and navigation 

(8%), where the percentage in brackets show the relative 

frequency of occurrence of the attribute in reference to all 

extracted documents. 

Efficiency is the ability of a user to complete a task with 

speed and accuracy [27]. Efficiency is measured in a number 

of ways, such as the duration to complete a given task, or the 

duration to finish a set of tasks [27,28]. In general, two 

methods are put into use: controlled observation, and survey. 

Satisfaction is a user's perceived level of comfort and 

pleasure, or a user's perceived level of fulfillment of their 

expectations and needs [29]. Satisfaction is measured by 

using questionnaires and other qualitative techniques, 

typically used to capture a user's intangible attitude towards 

an application [29,30]. 

Effectiveness is the ability of a user to complete a task in a 

given context [31]. It is measured by the number of 

successfully completed tasks, the number of steps required to 

complete a task, the number of double taps unrelated to the 
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operation of an application, and the number of times that a 

back button is used on the mobile device [31,32]. To collect 

all necessary data to estimate measures, two methods are in 

common use: controlled observation, and survey. 

Learnability is defined twofold: first-time and over-time. 

The former refers to the degree of ease with which a user can 

interact with a newly-encountered application without 

seeking guidance or referring to documentation. It is 

measured by the number of attempts to solve a task, the 

number of assists when performing a task, and the number of 

errors performed by a user [33]. Contrarily, the latter is the 

capacity of a user to achieve proficiency with an application. 

Typically, a user's performance during a series of tasks is 

observed to measure how long it takes these participants to 

reach a pre-specified level of proficiency [33,34]. 

Memorability is the degree of ease with which a user can 

remember how to use an application effectively. It is 

measured by asking users to perform a series of tasks after 

having become proficient with the use of the application, and 

afterwards asking them to perform similar tasks after a 

period  of inactivity. To determine how memorable the 

application was, a comparison is made between the two sets 

of results [35,36]. In a few cases, eye tracking techniques 

were utilized to a greater extent in the usability studies. 

Cognitive load refers to the amount of mental activity 

imposed on a user's working memory during application 

usage [37]. Cognitive load theory differentiates cognitive 

load into three types: extraneous, intrinsic and germane [38]. 

Extraneous refers to instructional and presentation schemas, 

caused by the mental activities and elements that do not 

directly support application usage; intrinsic refers to the task 

complexity, caused by the number of elements in a task and 

the degree to which these elements are related to each other; 

germane regards to the amount of mental effort used to form 

schemas and actively integrate new information with prior 

knowledge during application usage. In the practice of 

cognitive load measurement, instruments such as a subjective 

rating scale, a thinking aloud dual task protocol or eye 

tracking have been used [32,39]. 

Errors relates to the amount and type of errors which 

occur during task performance by a user [40]. On the other 

hand, it is the ability of an application to recover from 

occurred errors. Both these definitions also respectively 

reflect a way the attribute is measured [40,41]. Controlled 

observation and survey are the only methods used to observe 

both application and users’ performance or to collect a users’ 
perceived level of application usage without error. 

Simplicity is the degree of being easy to understand or 

being uncomplicated in form or design, described by such 

characteristics as the number of menu levels, the number of 

performed gestures to reach a destination object, and the 

duration of searching a button to perform a specific function. 

On the other hand, simplicity is the level of comfort with 

which a user is able to complete a task, measured by 

predefined statements with the Likert-scale rating. 

Ease of use is the perceived level of the user's effort 

related to usage of the application. The survey instrument is 

used to collect data from users on perceptions concerning 

their experienced interaction with the application [40,42]. 

Navigation is the perceived level of the user's effort to 

access relevant information. Similarly, the survey instrument 

is applied to collect data from users on perceptions 

concerning their understanding of the information 

architecture [43,44,45]. 

III. THE 3M4MAUME METHODOLOGY 

Theoretical background 

By definition, methodology is a body of methods, rules 

and postulates employed by a discipline [46]. In brief, a 

method is a process of doing something [47], a rule is a 

prescribed guide for conduct [48] and postulate is a 

hypothesis advanced as an essential premise of a train of 

reasoning [49]. 

Theoretical triangulation is the use of multiple theories or 

hypotheses when examining a phenomenon [50], while 

methodical triangulation has been defined as multimethod, 

methods triangulation, or simply mixed-method [51]. The 

application of triangulation, in the scope of multiple  sources 

of data, enhances the reliability of results [52]. There is a 

direct link between data triangulation and data saturation, 

where the former is a method to establish the latter. 

The quantitative paradigm is based on positivism [53], 

where evidence is characterized by empirical research. This 

group of methods emphasize objective measurements and the 

numerical analysis of data collected through polls, surveys 

and questionnaires. In contrast, the qualitative paradigm is 

based on interpretivism [54] and constructivism [55]. The 

three most common methods are: focus groups (group 

discussions), individual in-depth interviews, and participant 

observation [56].  

Verbal protocol analysis (VPA) is a method for collecting 

and analyzing verbal data regarding cognitive processing 

[57]. In other words, VPA is the record of spoken thoughts, 

provided by subject when thinking aloud during, or 

immediately after completing a task [58]. It is based on the 

premise that in order to capture a participants real and 

authentic experiences, we must allow them to express 

themselves freely [59]. Alternatively, in a narrow sense, this 

method (protocol) is also defined as think aloud or thinking 

aloud, and is relatively free-form [60] and open-ended. 

Main assumptions 

The Mixed-Methods Methodology for Mobile Application 

Usability Measurement and Evaluation (3M4MAUME) is a 

body of three integrated methods, namely: (1) survey, (2) 

participant observation and (3) verbal protocol analysis. In 

this regard, this multi-faceted approach is designed to take 

advantage of both quantitative (1) and qualitative (2 & 3) 

approaches, which in a specified combination are able to 
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provide a full panorama on an application’s quality-in-use 

characteristics, as well as user’s attitudes and perceptions. 

In particular, each survey is implemented according to a 

series of steps, each of which includes an application-

specific functionality and defined set of formats and 

procedures.  

Participant observation simultaneously takes place in 

conjunction with thinking aloud protocol. To preserve  

privacy, and encourage subject confidence, only an observer 

is present during the testing session. Moreover, each 

participant can ask questions to clarify aspects of the task, 

but all answers given are as brief as possible to minimize the 

time  burden during the application testing session.  

The observer has access to an external monitor which 

displays the participant’s interaction with the application in 

real-time mode, while a third-party application records the 

session, including both video and voice data. 

After the test, the participant is asked to run through the 

ideas generated and explain the thinking behind them,  where 

not already mentioned. 

Task no 1. Data collection 

The usability testing procedure aims to collect data for 

analysis, and is the process described by a fixed sequence of 

three steps: 

1)  Pre-testing questionnaire collects the demographic data 

and ten statements regarding a mobile applications 

usage and observed usability issues, and following the 

self-assessment of the skills used to perform five tasks 

which correspond to the main application functionality, 

as well as to the tasks assumed to be performed 

afterwards by the participant. 

2)  Application testing session is described by the protocol 

which assumes participant recording during application 

usage, coded by the audio/video hardware apparatus in 

order to collect both voice and video data, without  

assistance or guidance. Moreover, participants are 

always encouraged to think aloud about the application 

properties and behavior, as well as to speak frankly of 

any other important issues. 

3)  Post-testing questionnaire which aims to reproduce the 

perceived quality in use, specified by ten usability 

attributes where each is typified by at least five 

statements. 

The pre and post questionnaires are individually 

administered to the participants, before and after the test 

respectively. Therefore, the output of this task concerns two 

questionnaires, and an audio-video binary file, which 

gathered from the whole group, are afterwards verified, and 

eventually serve as the input for the data analysis task. 

Task no 2. Data analysis 

The data analysis task is the process described by a fixed 

sequence of the following three steps:  

1)  Inspecting video content that comprises annotation 

procedures in which the user’s actions and application 

responses are identified, separated and marked on the 

timeline. 

2)  Documenting all identified application bugs, defects, 

errors, and any reported usability issue. 

3)  Extracting numerical values required to calculate 

usability attribute measures.  

It is worth noting that to perform the above task, specific 

software tools are required to obtain reliable outcomes with 

acceptable accuracy. Moreover, all necessary calculations 

are undertaken, regarding quantifying attributes measures 

and estimating structural model parameters. 

Task no. 3. Information visualization 

The third stage involves information visualization on the 

dashboard to empower cognition of the extracted and 

analyzed data which precedes and facilitates usability 

evaluation. For that purpose we specified a weighted and 

labeled graph. Vertices show the sequence of user’s actions, 
and weights are used to represent the duration of application 

responses. In other words, the graph is a reconstructed image 

of the interaction which occurred between user and 

application, enriched by the duration of particular actions 

and responses.  

Task no 4. Usability evaluation 

Having measured and estimated all usability measures (see 

Section II), as well as the visualization of all relevant 

information, one can further analyze, classify and interpret 

the obtained outcome. On the other hand, some might go 

through the audio-video recordings, investigating these 

cause-and-effect relationships that may lead to a loss of 

effectiveness and a decrease in satisfaction. 

In our opinion, the enriched action-response model 

provides an effective approach to evaluating particular 

usability attributes. At the interpretive level of research, the 

results of the quantitative analysis, provide explanations for 

evaluators to compile consistent and proper judgments.  

The outcome of this step is the report, which in general 

presents results and conclusions, as well as a list of  

recommendations with applicable participant’s reviews. In 
particular, the report categorizes usability issues into three 

groups: (1) bugs and errors, (2) design and (3) performance. 

In this line of thinking, the addressed groups may 

respectively concern testers, designers and developers. 

IV. THE RVDA TOOL 

To develop the RVDA tool (Retrospective Video Data 

Analyzer) we used the Electron open source library. 

Developed by GitHub, and devoted for building cross-

platform desktop applications with HTML, CSS, and 

JavaScript, combines Chromium and Node.js into a single 

runtime environment [62]. We also used npm to manage 

packages for JavaScript runtime environment. In general, the 

above are the major devkit components. 
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The architecture of the tool has been conceived to allow 

for an easy and scalable video content analysis, supporting 

all common video file formats available for playback, where 

one or more files can be simultaneously opened and analyzed 

in separate windows.  

From a technical viewpoint, there are main modules and 

rendering modules. The former is responsible for operations 

on windows, user interface properties, and communication 

with the operating system. The latter includes tasks on the 

video content and all associated functions. By design, neither 

communication nor data exchange occur within modules. 

The user interface (UI) is divided into three sections: (1) 

the video preview area, (2) menu panel, and (3) display 

manipulators and the timeline. The size of the sections can 

be easily modified, along with the position of the tool on the 

computer screen. 

 

Fig. 1 The RVDA Graphical User Interface 

 

There are three media controls available (Stop, Play, 

Slow) to enact, change or adjust the process of playing video 

content. These controls support human cognition during 

processing video data that, in turn, advances the analyzing 

and extraction of data. 

There are four levels available, which are used to break 

down the tasks to the user’s actions and the application’s 
responses (events). Accordingly, the Start and Stop buttons 

are used to drop pins on the timeline which mark the 

beginning and the end of each event. Moreover, there are 

also Save, Reset, and Clear features available. 

The Export feature allows timeline data to be saved to the 

external CSV file which contains the event: identifier, name, 

start time, end time, and the level number. In this case, data 

obtained from a series of experiments can be consolidated  

for further reporting and analysis. 

V. EXPERIMENTAL SETUP 

The inception of the laboratory was in June 2018, and it is 

located in the WSB University in Gdansk. Both hardware 

and software apparatus were chosen to meet specified 

requirements regarding project scope and budget.  

Each application testing session begins with a short 

introduction, including goals and research agenda. 

Afterwards the usability testing procedure is described and 

executed. Our experience shows that a single session  lasts 

approximately 15 minutes. 

Hardware apparatus 

For real-time image and voice capture and recording we 

used the Genee Vision 150 document camera. The design 

and specification combine five major components: optics, 

camera, lighting system and motherboard with firmware, and 

software tool. 

 

Fig. 2 The Genee Vision 150 document camera 

 

The built-in camera resolution is 2 megapixel, resulting in 

image dimensions of 1920 by 1080. While resolution is an 

important specification, those described above proved to be 

adequate to extract all required data in the context of the 

study. Optical and digital zoom is 8x and 10x, and the 

camera can rotate vertically 180o and 180o horizontally. The 

device is connected via a USB port to the local computer, 

equipped with the software apparatus and the latest hardware 

drivers and software libraries. 

Software apparatus 

In total we used four software tools. Firstly, the VideoCap 

captures audio-video data, transmitted by the document 

camera, to the mp4 file format. Secondly, the input mp4 data 

is analyzed under the RVDA tool. Thirdly, in order to 

document and to actively collaborate with all interested 

parties on the recognized usability issues, on the external 

virtual server we have installed, configured and deployed 

self-hosted Git service, namely Gogs. Fourthly, for advanced 

statistical analysis we take advantage of  commerce and 

open-source tools to make sense of quantitative data. 
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VI. METHODOLOGY TESTING AND VALIDATION 

The elaborated methodology was tested from January to 

May 2019, in a group of four simultaneous student projects. 

Each project concerned a different set of mobile 

applications. Usability testing included five adult 

participants, both males and females with relevant 

knowledge and skills, who were using their own smartphones 

during the session. 

Moreover, the methodology underwent one proof of 

concept (PoC), despite the preliminary stage of its maturity. 

During the PoC meeting, the interested parties have 

underlined its practicality, as well as the possible benefits to 

both designers and developers. Here, it is worth highlighting 

just one voice of appraisal: “Despite economic constraints, 

analysis of video has strong software quality validity, 

offering rich insight into both application and user 

behavior. Studying the interactions in a retrospective 

manner provides valuable lessons and affirmation for 

quality assurance practices”. 

VII. CONCLUSIONS 

We are aware that the methodology needs further 

consultation and discussion with the software industry, with 

the goal of reaching an optimal cost-benefit ratio. From the 

economic perspective, the methodology is time-consuming 

and labor-intensive. While mobile application development 

projects have relatively low budgets, there may be no 

allowance to reserve sufficient funds for this area.  

However, in conclusion, while the methodology has been 

acknowledged to be application-agnostic, fully adaptive and 

replicative, we believe that in the near future some interested 

parties will decide to implement our methodology, or at least 

incorporate some of its components. 
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Abstract ─ Cloud computing is increasingly recognized as a 

new way to use on-demand, computing, storage and network 

services in a transparent and efficient way. The development of 

applications in cloud environments is faced with the need to 

efficiently schedule a large number of tasks and resources. 

However, in the most of the time, the resources in cloud are not 

efficiently utilized due to inadequate scheduling task algorithm 

in virtual machines. Therefore, task scheduling is one of the 

most challenging issues in cloud computing. In this paper, we 

propose two-objective virus optimization algorithm of the 

makespan and the cost, for mapping tasks to virtual machines 

in order to meet the needs of cloud service quality and proper 

assignment of resources. Thus, based on genetic algorithm some 

parameters of Virus optimization algorithm are redefined to 

strengthen sorting ability between virus infection strategies. 

Our combined methods aims to improve the performance of 

scheduling algorithms. It outperforms some existing approaches 

for task scheduling in Cloud computing. 

Keywords: Independent task scheduling, Cloud computing, Virus 

optimization algorithm, Genetic algorithm, Two-objective 

optimization, CloudSim simulator. 

 

I. INTRODUCTION 

Within few years, IT industries start using Cloud Computing 

(CC) by serving on demand requests of the users with self-

managed virtual infrastructure and with efficient resources 

utilization. Growth of cloud computing slower down the 

efficiency, throughput and resource utilization for which 

cloud computing need to be evolve. Task scheduling is 

considered as one way to enhance the efficient resource 

utilization in cloud environments. In fact, independent 

computational tasks are supposed to be executing in parallel 

when they are executed concurrently on different virtual 

machines. The scheduling strategy defines the instants when 

the algorithm is called to produce a schedule based on the 

resources performances forecasting and independent 

computational tasks to be executed. The task scheduling 

strategies can be classified on two different types: static and 

dynamic. Static strategies define a schedule at compile or at 

launch time based on the knowledge of the processors 

availability and tasks to execute. Dynamic strategies, are 

applied when the tasks arrival time is not known a priori and 

therefore the system needs to schedule tasks as they arrive [1].  

Plethora of multi-objective optimization techniques for 

independent tasks scheduling has been proposed for 

assignment of tasks to machine in Cloud Computing systems 

[2-11]. The Min-Min heuristic is the well-known standard 

scheduling algorithm for its performance, simplicity and 

practicability. The Min-Min heuristic [3] gives the highest 

priority for dynamic tasks scheduling in heterogeneous 

computing systems. The principle of Min-Min heuristic is to 

finish each task as early as possible and it schedules the tasks 

with the selection criterion of minimum earliest completion 

time.  

In this paper, we are interested in two-objective 

optimization for scheduling independent tasks in cloud 

computing environment. The optimization process consists to 

minimize the makespan value and the operational cost in 

order to ensure the performance and quality of service in the 

cloud. The proposed optimization approach uses a virus 

optimization algorithm [10]. Thus to provide an improvement 

of this algorithm for task scheduling purpose, we propose GA 

operators to select strong and weak virus for exploitation and 

exploration in space search. In addition, the initialization step 

is based on standard scheduling algorithms such as Min-min, 

Max-min and Tabou. Experimental results show that our 

proposed approach improves the performance of several 

existing approaches in literature such as the Min-Min (Max-

Min) heuristic, Genetic heuristic and Virus optimization 

algorithms. Moreover, we present in this paper a comparative 

study in which the proposed scheduling approach is evaluated 

with improved Particle Swarm Optimization (PSO) approach 

[12] using a set of different types of Expected Time to 

Compute (ETC) matrices up to randomly heterogeneous 

machines and heterogeneous tasks using simulated and real 

data. 

The remainder of this paper is organized as follows. 

Section 2 describes the relevant multi-objective optimization 

scheduling problems in Cloud environment. Section 3 

formulates the two-objective optimization problem for 

independent tasks scheduling. Section 4 details the proposed 

standard combination, Virus optimization and genetic 

algorithms used for resolving this problem. Experimental 

results and performance evaluations of the proposed 

combination are reported in section 5. Finally, section 6 

presents conclusions and directions for future works.  
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II. RELATED WORKS 

Various classical scheduling tasks algorithms have been 

proposed and deployed until date in CC environments, such 

as: First Come First Serve, Min-Min, Min-Max based 

scheduling. These classical schemes posed drawbacks of 

resulting into more execution time and reduced throughput. 

Recently, several researches works focus on multi-objective 

optimization tasks scheduling methods in CC and proposes 

several techniques. Most of them are based on evolutionary 

algorithms to minimize the operational cost and ensure the 

performance and quality of service in CC. A vast literature 

exists on bio inspired approaches for optimized scheduling 

tasks in CC. Ahmad et al. [11] proposed a hybrid genetic 

algorithm for solving the workflow-scheduling problem and 

optimizing the load balance for maximum resource utilization. 

The Multi-objective particle swarm optimization is another 

class of task scheduling problem that has been addressed in 

CC environment [12, 13]. Generally, the algorithms based on 

this optimization achieved best performances compared to the 

classical scheduling methods. In recent times, others methods 

use the combination of several evolutionary strategies. This 

combination of evolutionary type optimization algorithms 

has provided the best ways to solve multi-objective 

optimization problems, because of their efficiency, 

robustness and quick convergence compared to strategies 

using only single evolutionary optimization method. In 2015, 

Shu, and al. [14] proposed an improved clonal selection 

algorithm for meeting the service level agreement requested 

by the users. The experimental results show that the proposed 

algorithm performs better than other two algorithms with 

minimum execution time and increased throughput of the 

cloud computing system. In [15], authors proposed an 

algorithm based on the combination of genetic algorithm 

along with fuzzy optimization theory. Another multi-

objective optimized tasks scheduling algorithm using genetic 

algorithms with greedy approach is proposed in [16]. This 

algorithm not only performs task scheduling but also perform 

others load balancing methods in Cloud environment. Chu 

[17] used the combination of genetic algorithm and support 

vector machines for two-objective optimized tasks 

scheduling algorithm. Based on the cross operation of genetic 

algorithm and components selection of partial regression, the 

proposed work gives a high effective scheduling and service 

cost may be reduced in cloud computing environment using 

both completion time and cost of tasks. Similarly, Kim et al. 

[18] have developed biogeography-based optimization for 

tasks scheduling. This algorithm performs more satisfactorily 

than other optimization algorithms, such as genetic algorithm 

and particle swarm optimization, in large size problems. 

Lakra et al. [19] proposed a Two-objective tasks scheduling 

algorithm for mapping tasks to a VMs improving the 

throughput of the datacenter and reducing the cost without 

compromising the service level agreement in cloud 

environment. The proposed scheduling algorithm in [20] is 

involving Non-dominated sorting which targets the two-

objective issues considering completion time and cost 

minimizations. The exposed results by the authors 

outperform the preceding algorithms and this method 

represents better convergence performance and resource 

scheduling capability in the different number of resources. 

These combination strategies perform satisfactorily than 

other multi-objective optimization problems using only 

genetic algorithm or particle swarm optimization. 

 

III. PROBLEM DEFINITION 

In cloud computing, many datacenters consist of several 

servers where each server runs a number of virtual machines 

that have different capacity to execute tasks with different 

QoS parameter. Scheduling refers to the mapping or 

assigning a task to a specific virtual machine, such that 

resource utilization increases.The main problem is to bind set 

of tasks received by the broker to the virtual machines with 

the respect of optimized QoS. Based on the makespan and the 

cost, this problem can be modelled using two-objective 

optimization for tasks scheduling problem. This optimization 

model includes two objective functions to be minimized 

simultaneously: 

Find X = {x1,x2,…………xn} 

Which minimize two objective functions f1,f2 :Min(f1(x), 

f2(x)), where X is the feasible solutions set. 

Our two-objective model for task scheduling optimization 

in CC environment can be described by a triplet (T, VM, F). 

T ={t1,t2,...,tn} is a consumer tasks set including n tasks, 

VM={vm1,vm2,..., vml} is a virtual machine resource set 

including l virtual machine and F={Makespan, Cost}  is a set 

of the considered cloud resource scheduling and optimization 

functions. The proposed model is defined as follows: 

The Makespan is the maximum completion time of all 

tasks in all virtual machines. It can be obtained using the 

Expected Time to Compute (ECT) matrix by the following 

equation: 
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Li indicates the number of instructions required by the task Ti 

(implementation time) and Mipsj indicates the frequency of 

cloud computing virtual machine vmj.  

However, the Cost function in our tasks scheduling 

problem is based on the cost Cj of each virtual machine vmj. 

The total execution cost for all tasks scheduling can be 

defined according to the following formula: 


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j

CxETCC
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Above all, we need to find the most reasonable tasks 

scheduling which minimizes the makespan and the cost in 

cloud system. Thus, the two-objective tasks scheduling 

problem can be modeled by the aggregation (Weighted Sum 

Method) of objective optimization functions defined as: 

 

 

under the constraints: 

 

Where  and (1-) represents the weights of the makespan 

and the cost in our two-objective function.  

In two-objective optimization, a sufficient solution that 

minimizes these two objective functions at the same time can 

considers their linear combination (aggregation called 

Weighted Sum Method) or Pareto optimal solutions. These 

solutions cannot be enhanced for any objective without 

degrading minimum of the other objective. For example, 

consider the following case where a scenario of ETC matrix 

defined by ten tasks and three virtual machines as given in 

Table 1. According to the two task assignments (Figure 1), 

we obtain two solutions (Makespan=0.68, Cost=80.13$) and 

(makespan=0.40, Cost=82.8$). Therefore, these solutions 

show that the makespan objective can degrade the cost 

objective in the solution selection. Thus, we can select one 

solution based on the  value according to the weights of 

these two objectives. 

 

 
 
 
 

 
 

TABLE I. AN EXAMPLE OF ETC VALUES 

 
t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 Cost($) Mips 

Vm1 0.10 0.20 0.05 0.10 0.15 0.06 0.15 0.10 0.06 0.20 60 1000 

Vm2 0.17 0.33 0.08 0.17 0.25 0.10 0.25 0.17 0.10 0.33 40 600 

Vm3 0.07 0.13 0.03 0.07 0.10 0.04 0.10 0.07 0.04 0.13 120 1500 

 

 
(a) Scenario 1 

 

 

(b) Scenario 2 

Fig 1. Two scenarios of tasks scheduling in CC. 
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IV. PROPOSED META-HEURISTIC APPROACH: 

MOVOA 

The development of applications for CC environments is 

being challenged by the need of scheduling a large number of 

tasks, datasets and resources efficiently [21]. The general 

problem of optimally mapping tasks to machines has been 

shown to be NP-complete. In this work, we propose a 

combined evolutionary heuristics for solving independent 

task scheduling problems in CC environment. This 

combination uses the two-objective optimization methods 

based on adapted virus optimization algorithm and genetic 

operators. This combination allows finding the task 

assignment that minimizes the makespan and the cost. In this 

section, we briefly give a description of the original virus 

optimization algorithm [10] and thereafter we introduced our 

tasks scheduling method based on improvement of this 

algorithm. 

 
A. Virus Optimization Algorithm 

The Virus Optimization algorithm is a meta-heuristic 

technique, population-based solution used to solve many 

optimization problems with single objective like continuous 

domain problems [10]. This algorithm imitates the behavior 

of the viruses attacking a living cell by infection. Once they 

are entered, they will start replicating and alter the genetic 

material of the host cell. More viruses will be produced and 

ultimately host cell will die. In this algorithm, solution space 

is taken as cell itself and global optima can be found inside 

the cell. Many viruses can coexist within a host cell and each 

such virus represents a solution in the solution space. The 

viruses are divided into two categories: Strong and Weak, 

which corresponds to the exploration and exploitation 

capability of the virus optimization algorithm. Strong viruses 

will have high objective function value compared to weak 

viruses and they will replicate faster than them. The algorithm 

does mainly three types of phases: initialization, replication, 

updating and maintenance. An advantage of this algorithm is 

that it can be easily parallelized and therefore easily 

implemented. 

The initialization step occurs according to the fitness 

value and consist to create the starting population of the 

possible solutions (virus) fulfilling the constraints. These 

solutions are sorted based on the objective function 

evaluation to select strong and weak virus [10]. In the 

replication step, VOA generates new virus where are ranked 

in strong and weak ones according to some objective function 

values. For example, if the required number of strong viruses 

is three, then the first three virus of the created list are 

considered strong while the remaining are considered weak. 

In the last step, once the new viruses have been generated 

using the replication process, VOA checks and maintain the 

new population size using the corresponding objective 

function values. As a result, only the strong viruses are kept 

ordered according to their objective function values. The 

checking process verifies the convergence and VOA 

determines whether the exploitation has to be intensified by 

creating new members closer to the stronger viruses [10]. 

However, the Maintain process (antivirus) is activated by 

interaction between the viruses and the host cell; the antivirus 

is triggered at each replication, killing a given number of 

viruses according to some fixed parameters such that the 

number of strong virus, weak virus and population size [10]. 

For example, if the needed number of strong viruses is three, 

then the first three viruses in the created virus list are 

considered strong while the remaining viruses are considered 

weak. In addition, this process eliminates some virus from the 

population if the total number of viruses inside the host cell 

exceeds 1000 virus. Finally, the stopping condition of the 

VOA algorithm can be the maximum number of the iterations 

or the maximum number of the replications.  

 
B. Task scheduling based on improved VOA 

Based on the original VOA, we adapted modifications in 

order to enhance the performances of initialization and 

replication steps. This following section presents the 

description to accomplish to the VOA adaptation for two-

objective optimization based tasks scheduling in CC, called 

MOVAO. The population initialization step uses standard 

algorithms such as Min-Min, Max-Min and Tabou to 

generate the initial population. In the modification step, a 

combination of the genetic operators in the virus replications 

of the classical VOA is applied. Fig.2 shows the visual 

representation for the main steps of the proposed two-

objective optimization process based on VOA and genetic 

algorithm. 

The presented diagram consists of four steps: 

Initialization, classification, replication and antivirus 

(maintenance). The proposed two-objective tasks scheduling 

algorithm is described in Algorithm 1. First, we defined the 

control parameters of the proposed MOVOA as follows: 

. Popsize: Size of the initial population; 

. Popvirus: Maximum number of viruses in a cell; 

. Ntask: Number of tasks to be performed; 

. Nvms: Number of virtual machines; 

. PvirusStrong: The proportion of strong viruses in a population; 

. NvirusStrong: Number of strong viruses; 

. Nvirus: Number of viruses to be removed in the antivirus process; 

. NrepStrong: Number of viruses to generate from a strong virus; 

. NrepWeak: Number of viruses to generate from a weak virus; 

. ETC: Matrix of task execution times in virtual machines; 

. C: Vector of execution cost on each virtual machine; 

. Sbest: Vector representing the best solution found. 

In our proposed MOVOA, the population initialization is 

based on some standard scheduling algorithms such as Min-

Min, Max-Min and Tabou. According to the logic of the 

VOA, this first step is to create the starting population of the 

possible solutions fulfilling the constraints of these standards 

algorithms. 
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Fig.2 MOVOA Flow chart for task scheduling in CC. 

 
Algorithm 1: MOVOA Algorithm 

1 : Input : Popsize, Ntasks, NVM, PVirusStrong, ETC, C, PopVirale; 

2 : Output : Sbest; 

3 : Pop[Popsize] = Initialze_Population(Popsize, Ntasks, Nvm) ; 

4 : Moy = Evaluate_Fitness(Pop, ETC) ; 

5 : i = 1 // Iterations number; 

6 : while (i <= Iteration-max) do 

7 :        classification(Pop, PVirusStrong) ; 

8 : [Nrep-strong, Nrep-low] = random(1,10); // Avec Nrep-strong>Nrep-

low 

9 : Popnew= replication (Pop, Nrep-strong, Nrep-low) ; 

10 : Calculate the viruses number to be eliminated according 

to the equation: 

Nvirus= rand (0, Populationsize− Strongmembers); 

11 : antivirus (Popnew, Nvirus) ; 

12 : Averagenew= Evaluate_Fitness(Popnew, ETC) ; 

13 :if (Averagenew>Average) then  

14 : Increment intensity by1; 

15 : endif 

16 : if (size(Popnew) >Popvirale) then 

17 : reduction (Popnew) ; 

18 : endif 

19 : Pop = Popnew; 

20 : Average = Averagenew; 

21 : i = i + 1 ; 

22 : endwhile 

23 : return the best solution of Pop : Sbest; 

 

Once the starting population has been initialized, each 

virus of the population will must be classified as strong or 

weak virus according to their objective function values and 

some predefined parameters (number of strong viruses). As 

shown in algorithm 2, this classification process is based on 

the fitness function (two-objective function Z(x)) and the 

strong virus number. For example, if we fix the strong viruses 

number to three, so the first three viruses in the created list 

are then considered strong while the remaining viruses are 

considered weak. 

 
Algorithm 2: Population classification into strong and 

weak viruses 

1 : Input :Pop, PvirusStrong; 

2 : Trier(Pop) according to the fitness function; 

3 : NvirusStrong= size(Pop) ×PvirusStrong; 

4 : for i = 0 to size(Pop) do 

5 :     if (i <NvirusStrong) then  

6 :          setType(Pop[i], strong) ; 

7 :    else 

8 :          setType(Pop[i], weak) ; 

9 : endif 

10 : endfor 

 

After classifying the viruses, each ranked virus in the 

population will reproduce by creating new viruses. Thus, two 

strategies for this reproduction are adopted. For the strong 

virus, four viruses and only three new viruses for weak are 

generated. The reproduction process based on improved 

replication function is designated in Algorithm 3.  

The improvement uses two genetic operators according to 

virus types. In order to avoid the local convergence for strong 

virus reproduction (local solution), the mutation operator is 

used for these types of viruses. However, one-point and two-

point crossover operators are used only for weak viruses. For 

example, for the two-point crossover operator, we generate 

two new viruses from two weak viruses, which are randomly 

selected from the population, as illustrated in figure Fig.3. 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig.3 An example for crossover operation for two weak 
viruses 
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Algorithm 3: Improved replication with genetic operators 

1 : Input :Pop, NrepStrong, NrepWeak; 

2 : Output :Popnew; 

3 : Popnew= Pop ; 

4 : for i = 0 to size(Pop) do 

5 : if (Type(Pop[i]) == strong)then 

6 : Insert (listVirusStrong, Pop[i]) ; 

7 : else 

8 : Insert (listVirusWeak, Pop[i]) ; 

9 : endif 

10 : endfor 

11 : while ( listVirusWeak! = Empty ) do 

12 : for i = 0 to NrepWeak do  

13 : // Remove two viruses from the list of weak viruses 

14 : [virus1, virus2] =Insert (listVirusWeak) ; 

15 : [fils1, fils2] =Crossing (virus1, virus2) ; 

16 : Insert (Popnew, [fils1, fils2]) ; 

17 : endfor 

18 : endwhile 

19 : while ( listVirusForts! = V ide ) do 

20 : for i = 0 to NrepStrong do 

21 : // Remove one viruses from the list of strong viruses 

22 : virus1 = Remove (listVirusStrong) ; 

23 : fils1 = Mutation(virus1) ; 

24 : Insert (Popnew, fils1) ; 

25 : endfor 

26 : endwhile 

 

After the replication process, the virus maintenance 
process execution (Antivirus algorithm) killed a given 
number of viruses according to the original mechanism [10] 
among the weak viruses set, because the weak viruses 
performing worse. In addition, if the total number of viruses 
inside the host cell exceeds 1000, generally the maintenance 
process will reduce the population size to the amount set 
initially defined (1000 viruses in our case). This 
extermination is based on fitness function values as a criterion 
performance of the virus population. The proposed antivirus 
process is described in Algorithm 4. Finally, if population 
performances did not improve after some replication process, 
the algorithm stops. 

 

Algorithm 4: Principe of antivirus function (). 

1 : Input :Pop, Nvirus ; 

2 : Output :Popnew; 

3 : Popnew = Pop ; 

4 : Trier(Popnew) according to the fitness function; 

5 : for i = 0 to Nvirus do 

6 :     Eliminate the last virus of Popnew ; 

7 : endfor 

 

V. RESULT AND EXPERIMENTS 

In this section, an evaluation and comparison to validate the 
proposed strategy for task scheduling based MOVOA in 
Cloud Computing is presented. The conducted experiments 
use an Intel®CoreTM i7-2600 machine. Moreover, we ran a set 
of experiments to compare it with the other heuristic-based 
approaches for independent task scheduling using the 
Cloudsim. The proposed approach has been applied to 
simulated and real data, with 12 different types of ETC matrix 
up to 16, 32, 64, 128 and 256 heterogeneous machines, and 
up to 512, 1024, 2048, 4096 and 8182 randomly generated 
heterogeneous tasks used in [2]. Thus, we evaluate the 
proposed MOVOA algorithm in order to minimize two 
objectives that are the makespan and the cost. These different 
types of ETC matrix are generated based on the following 
properties [2]: 

Task heterogeneity – represents the amount of variance among the 
execution times of tasks for a given machine. The task heterogeneity 
is defined as: lo: low and hi: high. 

Machine heterogeneity – represents the variation among the 
execution times for a given task across all the machines. The 
machine heterogeneity is defined as: lo: low and hi: high. 

Consistency – an ETC matrix is said to be consistent whenever a 
machine m executes all tasks faster than another machine and the 
inconsistency if the machine m may be faster than another machine 
for some tasks and slower for others. The consistency type is defined 
as: c: consistency; s: semi-consistency and i: inconsistency. 

 
For real data, we have created many VMs and tasks with 

different task size using log file introduced in [24]. Task size 
ranges from 100 to 10000 and the virtual machines from 3 to 
48. The VMs have been created with the same processing 
power MIPS range. 

First, we give the results of the improved initialization 
process adopted in our MOVOA. For simulated data, the 
obtained results in Table 2 indicate that the standard 
algorithms (Min-max, Min-Min and Tabou) in initialization 
process outperform the original VOA. Thus, it is important to 
note that our improved initialization process in VOA permits 
to give this algorithm competitive with standard algorithms 
presented in the literature.   

For the setting of the three MOVOA parameters such as 
growth rate of weak viruses (B) and growth rate of strong 
viruses (B) and strong virus rate in the population (C), Pareto-
optimal front is adopted, where each parameter and their 
combination are tested. Fig.4 illustrates the influence results 
of these parameters. As can be seen, the growth rate of strong 
viruses is the more important parameter for our MOVOA.  

Fig.5 shows the influence of the strong virus rate on 
MOVOA convergence. Experimental results from this figure 
show that the strong virus rate in the population (C) has better 
convergence speed and search ability in solving the task 
scheduling problem. Our simulation parameters setting give 
the final results adopted for our MOVOA approach. Table 4 
summarizes the values of these parameters.  
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TABLE II. RESULTS OF IMPROVED VOA IN INITIALIZATION PROCESS 
 

Benchmarks VOA VOA-MaxMin VOA-MinMin VOA-TS 

5
1
2
×
1
6
 

A.u_c_hihi 33515841,2075974 9478748,54705373 11641581,3124835 40734849,2597272 

A.u_c_hilo 3737479,59860668 139640,463361260 890323,882382025  717846,168886722 

A.u_c_lohi 9895642,40071556 325969,379074195 3548603,69777885 1806764,43897363 

A.u_c_lolo 118682,944348105 4741,88496593059 24576,3120032209 186154,388470771 

A.u_i_hihi 54581417,6358823 5744281,35952104 46888394,9179914 54177713,8001841 

1
0
2
4
×
3
2
 

A.u_c_hihi 4383867358,88497 81168110,2585890 597798515,574730 6242746503,06729 

B.u_c_hihi 1246601703,33311 24296362,6739020 191214363,403808 1736816774,16309 

B.u_i_lolo 536609,894367258 1825,32098972682 39076,0630305110 553247,143843531 

B.u_s_hi  1620976031,0024 14406243,8979040 207133649,666086 1631866310,84382 

B.u_s_hilo 16045273,0005123 161710,828037789 2246707,62102429 16504173,9119531 

2
0
4
8
×
6
4
 

A.u_c_hihi 10540814353,3380 68382087,7694320 4066453996,05607 21023179983,7550 

B.u_c_hihi 1020053393,50667 6809804,53715252 429375587,707337 1961912055,42496 

B.u_s_hilo 34185834,4073316 156508,279151177 2833080,10334692 35777433,2609869 

B.u_i_lolo 1150676,97244939 1062,26755656421 40530,6137005020 1160879,21708258 

B.u_s_hihi 3326676485,82300 14012103,8195210 286662462,690487 3523788387,30358 

4
0
9
6
×
1
2
8
 A.u_c_hihi 23996285871,9060 6624387,60572100 399220512,895295 24316863996,2840 

B.u_c_hihi 2411310541,92293 559791,014140813 57468211,0218529 2449266772,19776 

B.u_i_lolo 2411851,97259703 553,207997194039 41703,9413734879 2458020,21421099 

B.u_s_hilo 71071822,1568924 132058,746687681 4053296,88793036 73666932,4830240 

B.u_s_hihi 7163570672,51973 12989954,2801580 370826776,222161 7359095019,85810 

8
1
9
2
×
2
5
6
 A.u_c_hihi 50062019882,6850 2855306,64712900 410602822,406195 50514086017,2900 

B.u_c_hihi 146893067,056463 936711,747171347 123165194,094830 14813093403,2000 

B.u_i_lohi 4946876,98939152 336,242668651566 41518,2627413454 5005558,14873186 

B.u_s_hilo 149517372,311974 109082,878871015 5591057,69139399 15091076305,0000 

B.u_s_hihi 26761574493,4720 3612402,92343436 118162914,600465 28141746047,1400 

 
Fig.4 The setting of the three MOVOA parameters 

 

 

Fig.5 Influence of strong virus rate in the population. 

KADDA BEGHDAD BEY ET AL.: IMPROVED VIRUS OPTIMIZATION ALGORITHM 115



Table 3 Parameter setting values 
 

Parameters Value 

PvirusStrong 33.33% of classified population 

Popsize 50 virus 

Popvirus Intul  

IterationsMax 30 Iterations 

 
After tuning the parameters, we compare our MOVOA 

with some evolutionary algorithms with different values of 

the parameter  and using a real instances. There are many 
prior works on multi-objective optimization problems for 
independent task scheduling using evolutionary techniques. 

The most popular of meta-heuristic algorithms are Genetic 
Algorithm (GA) and Particle Swarm Optimization (PSO). 
The comparison results with three competing algorithms 
(standard Max-Min algorithm and 2 evolutionary algorithms) 
are shown in Fig. 6. The results show that the MOVOA 
algorithm outperforms all the algorithms and still provides 
stable performance when the benchmark functions are subject 
to a variation of the two-objection linear combination 

parameter . Once again, MOVOA with Min-max 
initialization not only outperforms these evolutionary 
algorithms, but also shows outstanding results for all 

instances when =0.75 (Fig. 10(c)). Note that MOVOA 
performs the best in all of the thirteen instances except for 

80024. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
Fig. 6 Comparisons of MOVOA algorithm with Max-Min, GA and PSO algorithms. 

 

  

 

  
=0.25 

=0.50 

=0.75 
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VI. CONCLUSION 

Scheduling of tasks is one of the most challenging problems 

in cloud computing environment. The proposed two-

objective optimization for tasks scheduling algorithm in CC 

environment is based on the combination of virus 

optimization and genetic algorithms. This last algorithm 

gives a best replication for strong and weak virus in space 

search. Moreover, Max-Min algorithm reinforces the 

population initialization process for the proposed approach. 

The proposed algorithm has been simulated and the results 

are compared with standard and evolutionary algorithms 

previously implemented multi objective tasks scheduling 

algorithm for CC environment. Based on Weighted Sum 

Method and Pareto-optimal front, the proposed MOVOA 

showed competitive performance in terms of average two-

objective function value, achieving the best results in most of 

the tested instances and outperforms some standard and 

evolutionary algorithms. The proposed algorithm can be 

generalized by taking consideration of some other QoS 

parameters of the CC environment. 
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Abstract—This paper reports on development of our unified 

case reports database for medical students. The primary aim 

was to share professionals’ clinical knowledge and skills 
through one of the most traditional medical experiences sharing 

form based on modern and anywhere available web services 

and technologies. Doing so, the clinical case reports that still 

play an invaluable role in case-based learning and in building of 

ability of students to think critically, can be used not only to 

learn and practice theoretical and practical consequences of 

clinicians’ decisions, but also to prepare students for bedside 

teaching. To develop a generally acceptable system, we had to 

specify both the structure of education suitable materials and 

the platform for simple creation and sharing of such electronic 

outputs. As the result, the database of first clinical case reports 

was implemented into the information technologies 

infrastructure at Faculty of medicine in Kosice, Slovakia. It is 

offered to medical students in the form of web-based portal. 

I. INTRODUCTION 

LINICAL experience represents a cornerstone of 

learning medical and health care practice which allows 

medical students to understand the high importance of 

interconnection between theoretical and practical knowledge. 

Various modern technologies based approaches, including 

ICT supported problem-based learning, virtual patients etc., 

were designed and integrated into the curricula of medical 

education providing institutions. The traditional paper-based 

patient case reports were often considered a part of an old-

fashioned approach. However, they still remained an 

invaluable source of teaching materials. In particular, this is 

due to a real clinical background based on true patient stories 

and integration of professionals' skills and their experiences 

involved in best available strategies used to solve particular 

clinical case. 

The most of medical education institutions are struggling 

to ensure a sufficient range of clinical placements for their 

students. These institutions recognize it is essential and 

irreplaceable component of medical education. Moreover, 

                                                           
 This work was not supported by any organization 

the range of clinical learning hours can vary significantly 

from one country to another [1]. Except of transformation of 

theoretical knowledge into the practice, the students learn to 

face stressful situations when they are in clinical learning 

environment. On the other hand, the learners have to be 

prepared both the theoretically and pre-clinically before they 

will be allowed to enter the bedside teaching. Here, the 

clinical case reports play their education role even though 

they, as the sources of evidence, are located at the bottom 

parts of the evidence-based medicine hierarchy [2]. 

From the educational point of view, the case reports 

represent wealthy source of practical knowledge and 

experiences applicable in various medicine oriented 

pedagogical processes. Basically, the clinical case reports 

are presented in the form of clinical observations 

documentation that describe details of common and rare 

cases; characteristics of known and unknown diseases; 

novelty and/or new ideas in medicine; variations in diseases 

and their combinations; positive and negative effects of 

interventions; side effects of drugs usage as well as the ways 

professionals use to solve individual patient health related 

problems, respecting their best recent knowledge. 

Because of the absence of general reporting guidelines 

designed for case reports, the clinicians and teachers report 

their clinical cases to the students in various heterogeneous 

forms using either electronic or paper-based approach. On 

the other hand, there are efforts of several medical 

associations to develop guidelines for clinical case reports in 

specific clinical domains. A positive example of such 

developments in this area is the initiative of international 

group of experts that developed Case Reports guidelines 

(CARE guidelines) [3, 4]. Aiming on reduction of bias, 

increasing of transparency and providing of first outputs of 

clinically applicable methods, these guidelines are useful 

mostly for publication of high quality clinical cases in 

scientific journals. However, many of the medical journals 

already stopped to publish clinical case reports as for the low 

citation index and thus negative effect on journal's impact 

factor [5]. In addition, the contemporary studies pointed out 

C 
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the case reports based on guidelines, whether modified or 

derived from CARE guidelines, have their usefulness and 

they are not rarely cited. Therefore, the well-written clinical 

case reports are again popularly published in newly 

established medical journals or in special supplements, 

volumes or websites of many prestigious publishers. From 

the educational point of view focused on higher education 

levels, the reporting of modern clinical cases tends to take a 

form of narrative stories that reveal gradually a solution of 

clinical problem [6, 7]. 

CARE guidelines have the potential to be a framework of 

clinical case reports for education purpose, but one has to be 

aware of broad variety of both general as well as specific 

objectives given in individual clinical disciplines that cannot 

result in a single case report framework applicable to all 

clinical cases and domains. As the evidence, various 

protocols and architectures of clinical case reports were 

published across different clinical disciplines [8, 9] or in 

biomedical applications [10, 11, 12]. This suggest the idea 

that the case reports significantly support clinical reasoning 

while forming an interface between medical knowledge and 

medical practice [13]. 

The inconsistency in case reports based education 

materials offered to medical students at our faculty forced us 

to initiate activities leading to the development of clinical 

case reports database and to the motivation of our academic 

clinicians to participate on it and to utilize it in education 

process. In contrast to the above-mentioned publishing 

phenomena of clinical case reports, and because of the 

educational background of our work, we faced an opposite 

role. Our main task was to design not discipline specific, but 

rather generalized case report framework to suit as many 

disciplines as possible while keeping authors a reasonable 

space for integration of their specifics that may vary from 

case to case. Also, this interdisciplinary acceptable 

framework should be offered to the teachers together with 

online available tools used to design and share individual 

elements of their clinical cases to their learners. 

II. MATERIALS AND METHODS 

Before the system of clinical case reports was developed 

and integrated into the teaching process, we had to solve 

both the methodological as well as the technological 

problems. The methodological problems were aimed to find 

a uniform framework of case reports that will fit to the most 

of the clinical disciplines taught at the faculty. To solve the 

technologies related problems we searched for the best way, 

which our teachers will use to create, to share and to 

maintain the database of clinical case reports and that will be 

available to learners anytime and anywhere. Also, this 

repository had to be developed in the way, which will serve 

medical students as additional source of clinically relevant 

study material and which should help them in better 

preparation for their later real clinical praxis. 

Individual forms of case reports presented to our students 

by the teachers at individual clinical departments were 

analysed in order to identify the best consensus across 

various clinical disciplines. Not surprisingly, the clinical 

teachers used a broad scale of options, starting by reading 

the patient history, examination notes, laboratory test results 

etc. in paper based health records, through PowerPoint like 

presentations and ending with the study of the records and 

laboratory test results stored in clinicians' information 

systems. However, no one offered comprehensive and 

structured report prepared in compliance with CARE 

guidelines or similar ones. In addition, no of the case reports 

was available outside of the university network even in 

secured platforms. Personal discussions followed afterwards 

and the committee consisting of vice-deans and guarantors of 

particular clinical study fields reviewed and annotated 

importance and usefulness of individual sections in these 

forms of case reports. The conclusion was to use a 

generalized structure of education suitable case reports as it 

was presented in [14]. The proposed generalised structure of 

clinical case reports consists of following elements: 

1) Title - topic of interest related to the patient, disease, 

symptoms, interventions etc.; 

2) Author(s) details - author(s) name(s) and affiliation to 

department(s) of medical faculty; 

3) Medical discipline(s) - assigned medical discipline(s) 

related to the problem to be solved; 

4) Annotation image - image associated to the problem of 

presented case report; 

5) Annotation - a brief introduction to the problem and/or 

short summary of the case report background; 

6) Patient's history (anamnesis) - medical, social and family 

history, abuses, current health problems and symptoms etc.; 

7) Laboratory tests results - clinical findings, results of 

relevant physical examinations, special laboratory tests etc.; 

8) Imaging methods - imaging diagnostic methods where 

applicable, images from modalities used, description of 

findings and obtained results; 

9) Diagnosis - main diagnosis specified according to ICD-10 

and resulting from clinical findings and tests, used also to 

search for similar case reports published at faculty's clinical 

case reports database/portal; 

10) Differential diagnosis - diagnostic reasoning with all 

considered diagnoses in patient assessment process; 

11) Therapy - therapeutic interventions performed, important 

dates, treatment administration, prognostic details etc.; 

12) Discussion and comments - results of the case, 

assessment of the results achieved, recent patient's status, 

strengths of the case, risks and limitations if any, 

recommendations of relevant literature; 

13) Keywords - key elements of the case, used also to search 

for similar case reports published at faculty's clinical case 

reports database/portal and 

14) Courses - a list of associated courses taught at the faculty 

in medical disciplines, used also to search for another 
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education materials and articles related to the course(s) 

published at faculty's clinical case reports database/portal. 

Bearing in mind all the recent possibilities of modern 

technologies and the fact that our teachers presented clinical 

cases to our students in various heterogeneous forms, 

including paper-based and oral presentations during face-to-

face teaching activities, we decided to focus their attention 

and pedagogical activities in this area to the one unified and 

online available place. Thanks to the MEFANET network 

and its ICT activities that already brought several 

interdisciplinary useful educational tools [15, 16], we found 

the solution of this problem in tools used within this 

educational network. In addition, we wanted to maintain the 

nature of traditional case reports and not to transform them 

into the simulation or standalone learning management 

systems as it was done for example in [17]. 

As the technological solution, we decided to use our local 

instance of MEFANET’s portal platform to host the 

repository of our clinical case reports developed for various 

clinical disciplines. This decision resulted from great 

potential of the platform to manage multimedia content as 

well as to provide different user roles and access to the 

published materials. The advantages for teachers include the 

possibility to use generalized structure of case reports, 

minimal requirements on their technical skills and many 

others. On the other hand, the students can find everything in 

one system and they can study individual clinical cases, 

together with other types of study materials, wherever and 

whenever they need. Furthermore, using this way and 

depending on authors decision, the individual case reports 

can be exported to the MEFANET's Central Gate and thus 

shared to the learners studying at all medical faculties in 

Czech Republic and Slovakia. 

III. RESULTS 

To ensure as extensive impact of our work as possible, to 

start our project efficiently, to find the best consensus for all 

disciplines, to address the widest community of clinical 

teachers and finally to reach continuously growing number 

of clinical case reports, the management of the faculty 

organized a meeting with academic clinicians and teachers in 

September 2017. More than 60 clinicians took part in this 

meeting and they were informed about ideas and aims of that 

educational activity. Case Report framework was presented 

to the participants and consequently it was revised together 

with opened discussion to prove it is acceptable for the 

academics teaching medical students of our faculty. This also 

led to elimination of potential confusions and incompleteness 

of some parts or descriptions. Then, the participants were 

informed about the Portal of multimedia support in the 

education of clinical and health care disciplines at Faculty of 

Medicine at Pavol Jozef Safarik University in Kosice as well 

as about the ways used to publish clinical case reports on this 

Portal. The 14 above-mentioned sections of case report 

structure related to the portal presentation were approved. 

The core idea of our initiative was accepted quite 

positively and most of the participants agreed to participate 

on first round of case reports development that was opened 

from 1st October 2017 to 31st December 2017. The first 

case reports were send to the redaction within few days after 

the meeting took place and once the post-meeting 

discussions were finished. As we expected, the majority of 

the case reports was prepared in internal medicine, surgery 

and dental medicine too. The academic clinicians generated 

several tenths of cases within this three-month period. 63 of 

them were finished, rearranged to fit the portal's framework 

and layout and shared to the students. 

The list of annotations shared at the web-based portal is 

shown in Figure 1. The Figure 2 shows an example of open 

clinical case report with access to the multimedia content. 
 

 

Fig.  1 The structure of annotations shared as clinical case reports 

database at the Portal of multimedia support in the education of 

clinical and health care disciplines at Faculty of Medicine at Pavol 

Jozef Safarik University in Kosice. 

 

 

Fig.  2 An example of clinical case report published at faculty's portal. 
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Then the activity to create clinical case reports database at 

our faculty continued and now the authors create their new 

and improve their existing cease reports depending on the 

most recent knowledge and students’ feedback too. 

There were totally 76 case reports finished and published 

at the Portal until now. All the case reports are published 

according to the portal's rules. To ensure the highest quality, 

guarantors of particular clinical disciplines review the 

content of all case reports. Then, each reviewed case report 

is labelled by the review logo to allow students recognizing 

reviewed and unreviewed clinical case reports. The reviewed 

case reports are automatically send to the Central Gate of 

MEFANET's portals, thus the students of all medical 

faculties in Czech republic and Slovakia can find them in 

one place and use them in their studies no matter which 

faculty they are from. 

Another added value of our work, as we suppose, is that 

we expect increased motivation to create clinical case reports 

for education also in academic clinicians from another 

medical faculties involved in MEFANET. The motivation 

can be increased not only because of our pilot round of 

development, but maybe also because of the first positive 

students' feedbacks we noticed after publishing our pilot case 

reports. 

IV. CONCLUSION 

Even if the scientific impact of clinical reports is 

considered as very low, we suggest the critical thinking of 

medical students can be improved thanks to the proper 

combination of high-quality clinical case reports, other 

traditional and electronic education methods used at the 

faculty and clinical bedside teaching. Except of others, the 

benefits for medical students included access to the valuable 

clinical experiences. 

Medical education involves various teaching methods and 

strategies showing students clinical stories and examples 

based on real patients' health related problems. Even if the 

evidence-based medicine is considered to be one of the most 

relevant methods revealing background of systematic 

research and scientific clinical outputs, individual case 

reports have still a great potential to increase students’ 
medical knowledge. Finally, we have to conclude the case 

reports offer students very challenging opportunities to 

evolve their clinical skills, but also to foster scientific and 

critical thinking. 
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Abstract—A crucial part to any warehouse workflow is the
process of order picking. Orders can significantly vary in the
number of items, mass, volume and the total path needed to
collect all the items. Some orders can be picked by just one
worker, while others are required to be split up and shrunk
down, so that they can be assigned to multiple workers. This
paper describes the complete process of optimal order splitting.
The process consists of evaluating if a given order requires to
be split, determining the number of orders it needs to be split
into, assigning items for every worker and optimizing the order
picking routes. The complete order splitting process can be used
both with and without the logistic data (mass and volume), but
having logistic data improves the accuracy. Final step of the
algorithm is reduction to Vehicle Routing Problem where the total
number of vehicles is known beforehand. The process described
in this paper is implemented in some of the largest warehouses
in Bosnia and Herzegovina.

I. INTRODUCTION

THE workflow of large distribution companies consists
of acquiring items from the manufacturer and storing

them in large warehouses. When orders are made, items are
delivered and distributed to customers. Distribution companies
can deliver thousands of orders daily to various types of
customers: smaller markets, shopping malls, restaurants etc.
Each order has to be collected from the warehouse.

The process of collecting orders is usually called the order
picking and it takes a considerable part of the warehouse
workflow. The order picking is the most demanding process
and it takes approximately 55% of the warehouse operating
cost [1]. It is usually done by warehouse workers who are
walking between the racks and collecting items in a trolley or
a cart. In some cases items are picked up with a forklift. The
picking route is determined before the process of collecting
items begins. Each process is controlled by the Warehouse
Management System (WMS) [2].

The process of finding optimal route is equivalent to the
standard Traveling Salesman Problem (TSP) with additional
constraints such as picking heavy objects first and placing
them at the bottom cart or placing items last because they have
special temperature requirements. Many heuristic algorithms

are given to solve this problem, so the process of order picking
can be optimized.

Orders can contain between one and more than a thousand
of distinct items and in that case, the picking process can be
a challenging task. The optimal route can have the length of
several kilometers and the mass and the volume of picked
items can exceed the capacity one worker can handle. In that
case, the worker must pause the picking process, go to the
unloading location and unload items, prior to resuming the
order picking process. The problem with this solution are
common cases in which the unloading location is far from the
current picking location, so the route length is significantly
increased. However, the order splitting is imposed as an
intuitive and natural solution. The process of order splitting
can improve order picking process in general, but the order
splitting has to be done in a way that the operating costs are
reduced. This paper presents the innovative approach for order
splitting implemented in real warehouses.

The main goal is to split the order to a number of smaller
and balanced orders. This can also reduce a psychological bur-
den on the worker, and increase the possibility of establishing
a better balance between tasks among the workers. The orders
can be balanced by the total route length, mass, volume or
other parameters. The mass, volume or other logistic data are
not always available or accurate. The process of order splitting
needs to be adjusted in a way that works well in both cases.

The process of order splitting consists of several steps. The
first step is to determine the number of smaller orders which
the main will be divided into. Some orders do not need to be
divided, because they do not require the transportation over
a large distance and do not contain volume and mass that
overload one worker. The second step is the process of dividing
items to smaller orders and the process of route optimization
for each order.

The algorithm described in this paper is implemented in
some of the largest warehouses in Bosnia and Herzegovina.
These warehouses deliver in real-time, so the orders are picked
as soon as possible. In warehouses where the 48-hours delivery
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system is used, orders are known at the beginning of the day.
This means that everything can be planned before the first
order is collected. In these cases, order batching can improve
the picking process. The order batching is the process of
merging smaller orders into a larger one, so the worker can
simultaneously pick all of them. The batching is not possible
when the orders are not known before, which is the case in
real-time delivery systems. The algorithm presented in this
paper can be of great importance for advanced order splitting
in warehouses with real-time delivery system and can be used
in warehouses with non-standard layouts.

In the first section, the short introduction and motivation
for this paper is given. The literature review is given in the
second part. In the third section, the complete process of order
splitting is described. Results are given in the fourth section,
as well as the comparison of the proposed algorithm and other
popular approaches. Last section gives the short summary and
the future work ideas.

II. RELATED WORK

The algorithm implemented in the paper is an upgrade
of the smart Warehouse Management System described in
paper [3]. Order splitting requires distance calculation between
any two positions in a warehouse. System uses distance
calculation inside a warehouse using a dynamical algorithm
for traditional warehouse layouts implemented in paper [4],
as well as for nontraditional layouts, described in paper [5].
Order picking route can be additionally reduced if items are
placed according to their ordering amount and frequency. More
frequent items are at better locations, i.e. closer to the exits.
This is implemented as algorithm and described in [6]. Orders
are picked faster if workers have enough items in warehouse
picking zone and they do not have to use forklifts. Algorithm
that predicts item sales based on sales history is described in
[7].

The algorithm proposed in this paper uses similarity of
order splitting and Vehicle Routing Problem (VRP), while
criteria is that routes should have a balanced load. Task of
finding the optimal solution for VRP is extremely hard, but
sub-optimal solutions can be found using some heuristic or
metaheuristic algorithms. Variant of VRP with balanced load
routes is presented in [8]. Tabu search is one heuristic method
that gave some of the best solutions in this field. In [9] au-
thor described approximate methods based on descent, hybrid
simulated annealing/tabu search with various search methods.
Algorithm computation time is optimised with specific data
tables organisation. Another tabu search based on heuristic is
TABUROUTE and it is described in paper [10]. It is based on
a row of adjacent solutions acquired by generalized insertion
procedure which is replacing one vertex from route to route
and recalculating route lengths. Customer window constraints
represent period of time in which customer is available to
receive transported goods. Those constraints are common in
real life situations and they can make VRP problem solving
more complicated. They are usually referred as VRPTW
(Vehicle Routing Problem with Time Windows) in literature.

Mathematical model and and optimization-based algorithms
using route length minimization as criteria is described in
paper [11]. Operational research methods can also help solving
this type of problems. In paper [12] optimization algorithm
based on linear and dynamic programming with feasible
column generation is proposed. Linear programming solution
was used as lower bound for branch-and-bound algorithm
used for solving integer set partitioning formulation. This
concept delivered optimal results for a hundred customers
VRP problems. Algorithm and concept described in this paper
uses Ant Colony Optimization for solving VRP. Ant Colony
Optimization is introduced and described in paper [13]. That
algorithm gives very good sub-optimal solution, within 1% of
known optimal solutions, and uses multiple ant colonies. An-
other approach for order splitting based on Poisson processes
is given in [14], assuming that arrival process is distributed by
Poisson distribution.

III. CASE STUDY

In this section, the complete algorithm for order splitting is
described. The main goal of the algorithm is to optimally split
the given order to smaller ones.

The proposed algorithm consists of three main steps:
• Collecting data and distances calculating
• Determining the number of smaller orders
• Order splitting

A. Collecting data and distance calculating

The process of collecting data begins with determining
locations in warehouse from which the items will be collected.
In the concept of smart warehouse the items with the earliest
expiration date are picked, so the locations are easy to de-
termine. As mentioned before, many warehouses do not have
complete logistic data. Often, the mass or the volume of the
items are missing. In addition, in many practical cases, the data
are inaccurate (inconsistent unit of measure or typographical
error). Therefore, the proposed algorithm for order splitting
must work smoothly in situations with inaccessible logistic
data. The following data are observed: item location, number
of ordered units, mass and volume (if known). Before the
next step of algorithm, individual item records are aggregated
for each location. The items will be referred as locations in
further discussion. The distance between each two locations
are calculated. Papers [4] and [5] propose the algorithm for
distance calculation in warehouses of various layouts. The
mentioned algorithm is used in this implementation.

B. Determining the number of smaller orders

The process of calculating number of smaller orders (k)
consists of checking the size of the order and using known
data for the split. As size metric total number of different
items, the total number of items, the total mass (mtot) or the
total volume of items (Vtot) can be used, respectively. Known
data include: total distance of the optimal order picking route
(dtot), maximal mass (mmax) and volume (Vmax) one worker
can take, total number of available workers, maximal distance
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one worker should travel (dmax), etc. Total order picking
route distance dtot is a solution of TSP, and it represents the
distance one worker must travel to complete whole order. This
distance does not need to be optimal, since for the sake of
the algorithm only good sub-optimal solution is needed. Other
data can vary from one warehouse to another, and they can
be acquired through conversation with warehouse personnel
or from database. Finally, the number of smaller orders is
calculated as (1).

k =

⌈
max

{
cd ·

dtot
dmax

, cm · mtot

mmax
, cV · Vtot

Vmax

}⌉
(1)

Parameters cd, cm and cV are correction coefficients, and
have non-negative values. For example, if cm = 0, then masses
are not important in calculation of k. This is useful if masses
of items are not available. It might be good to set coefficient
at 1.1 to 1.3, to gain some flexibility in route calculations.

C. Order splitting

When the optimal number of smaller order is decided, it
is necessary to solve two problems: distribution of items in
smaller orders and route optimization for each of them.

Mathematically, the problem can be described as follows.
Let n be the number of different items locations denoted by
a1, a2, . . . , an. As stated, the calculated number of smaller
orders is denoted by k. The distance between locations ai and
aj is given by di,j , for all i, j = 1, n. Aggregated mass and
volume for items on location ai are denoted by ami and aVi ,
for all i = 1, n.

The algorithm distributes the items in k by pairs disjoint
arrays (ai,1, ai,2, . . . , ai,li), where li denotes the number of
locations in i-th route, i = 1, k. Item ai,j+1 is collected just
after the item ai,j , for all i = 1, k and j = 1, li − 1. The
starting and ending locations are same for each smaller order
because workers have to take the order at the starting location
and merge the orders at the end.

Before the process of optimization begins the objective
function has to be determined. In practice, the goal is to
optimize routes in such a way that the workload of each route
is balanced, but at the same time the overall length is as low as
possible. A large number of orders can not be optimized in a
way that the mass, volume and route length are simultaneously
balanced. Therefore, the proposed objective function that is
going to be minimized is stated as:

D + max
i=1,k

(cm ·mi + cV · Vi + cd · di), (2)

where:
• D is the total length of all routes,
• mi is the total mass for the route i,
• Vi is the total volume for the route i,
• di is the total length of route i.

Constants cm, cV and cd are set depending on the needs of
the warehouse and the desired criteria. When logistic data are
not available, parameter cm or cV should be set to 0.

Figure 1. Proposed algorithm

The complete process of items distribution and route op-
timization is equivalent to the process of solving VRP. The
equivalence of customers locations and items locations are
established, as is the number of routes with the number of
vehicles available. The only difference is the objective function
where the goal is to find the balanced routes.

In this paper, the VRP is solved by solving the TSP.
The VRP is transformed to TSP by adding starting and
ending locations for each route as customers to TSP. Each
distance between two added locations is set to +∞, so we
can guarantee that there will be no optimal route where the
added customers are adjacent. The TSP is solved using the
Ant Colony Optimization (ACO) [15]. The complete process
is shown in Figure 1.

IV. RESULTS

This section provides a comparison between the proposed
algorithm and two approaches that are commonly used in
practice for large orders.

1) One worker: In many warehouses, the orders are not
split despite their size. In case of splitting, the total distance
can not be shorter than in the case when one worker is picking
the complete order. Meanwhile, orders can have large mass
and volume that are greater than the worker capacity. Workers
are forced to pause the picking process and unload the picked
items on the final location before continuing with the order
picking process. In those cases, the traveled distance can be
shorter in orders that are split. The main advantage of this
approach is the fact that it is not necessary to hire new workers
to merge split orders. On the other hand, in many warehouses,
some workers are responsible for checking the collected orders
and the merging process can be addressed to them.

2) Divide by sectors: In practice, the common way of
solving the order splitting problem is to divide the warehouse
into sectors. The sectors are statically determined, usually by
articles type or brand. Then, each sector has a worker in
charge and the route is optimized only for that sector. This
approach has several drawbacks. The main problem with this
approach are orders where majority of locations and items
are in one sector. The employee who collects the order in
mentioned sector can be overburdened while other employees
are spared and their routes are not profitable as they collect
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Figure 2. The optimal route for one worker and locations of items

Figure 3. Order with overloads

a small number of items. This approach of order splitting
presents the entire warehouse as several smaller warehouses.
Workers are better acquainted with their environment and
product positions, which is one of the biggest advantages. The
sectors are most often created according to the type of goods
such as food, animal food, cosmetics, frozen goods etc.

Recognized advantages of the proposed algorithm will be
shown on the example of one real-world order. All 34 locations
and complete order picking route are shown in Figure 2.

The optimal route length for one worker to complete the
order is dtot = 1130 meters. It is important to state that the
route was longer than the predetermined optimal route length
per worker dmax. It is also observed that the worker reached
maximum capacity during the process twice, paused picking
and went to unloading location to unload. Due to this action,
the route length is increased by 390 meters. Taking this in
account, the route with three smaller routes is shown in Figure
3. All constants were determined by the warehouse manager.

When the observed order was split on routes based on the
sectors as shown in Figure 4, routes were not balanced. Each
room of the presented warehouse was one sector. The total
length was 1880 meters. The longest route was 2.75 times
longer than the shortest one and the mass was 450% larger.

In the Figure 5 the order splitting by proposed algorithm is
given. The total route length was 1430 meters. The longest

Figure 4. Order divided by sectors

Figure 5. Order given by the proposed algorithm

route was 2.5 times longer than the shortest one, but the
mass was 14% larger. As we can see, the proposed routes
are well balanced and the algorithm can solve the drawbacks
of earlier approaches. The problems with pausing the order
picking process and large distances walked by one worker are
solved, as is the problem of unbalanced orders in sectors. At
the same time, the total length is not significantly increased.

In addition to the order from the example, the algorithm
was tested in one of the largest warehouses in Bosnia and
Herzegovina on 1,000 large orders (twenty or more picking
locations where one location can contain many items). When
warehouse started operating, the orders were not split. Later,
the algorithm for splitting to sectors and the proposed algo-
rithm for order splitting were implemented. The same orders
were tested using all three mentioned approaches. All 1,000
orders are randomly selected larger orders where logistic data
are fully available for easier comparison.

The average number of locations is 34.37 and the average
mass is 236.51 kilograms. After solving the TSP and cal-
culating the route length for the TSP, 729 orders exceeded
the predetermined limit for route length for one worker. At
the same time, 545 orders exceeded mass and volume limit.
Detailed results are shown in Table I.

The main observed advantage of this algorithm is the
dynamical sector creation and simultaneous reduction worker
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Table I
COMPARISON OF ALGORITHMS FOR 1,000 REAL-WORLD ORDERS IN VARIOUS WAREHOUSE LAYOUTS.

Average No split No split (logistic) Sector Algorithm Algorithm (logistic)

Number of smaller routes 1 2.92 4 2.57 2.83

Total distance (m) 1240 1780 2118 1330 1592

Longest route distance (m) 1240 1212 1190 540 582

Maximum route mass (kg) 236.51 126.39 168.22 125 118.23

Maximum route volume (m3) 1.72 1.12 1.32 1.12 1.22

Number of times route length exceeded optimal length dmax 728 542 280 0 0

Walking time to complete order (parallel picking) (min) 13.52 21.79 12.98 5.89 6.32

load when necessary. This combines the good features of the
practice approaches, but at the same time solves their biggest
drawbacks. Described algorithm can significantly increase the
delivery time if smaller orders are picked at the same time.
As stated in [6], most of the orders consist out of 10 or less
different items. This means that good positioning of those
items can transform the warehouse into smaller one for many
orders. In the combination with the proposed algorithm, the
maximum distance constant will be rarely exceeded.

The proposed algorithm can be used in a combination with
an algorithm for dividing into sectors, where for each smaller
order the main sector is determined. The main sector can be
determined as the sector where most locations from that order
are placed or as the sector where the largest part of the picking
route is located. In this way, a primary sector can be assigned
to each worker. Then, every order is assigned to a worker
with the same primary sector. Each worker can pick some
items from locations outside the sector, but the main route
will be in the primary sector. This way, the route length is not
increasing, but each worker is picking orders in one part of the
warehouse, which is emphasized as an advantage of dividing
orders by sectors.

V. CONCLUSION AND FUTURE WORK

In this paper, the motive for order splitting is described, and
the complete process of optimal order splitting is presented.
The first step was evaluation whether the given order should
be split or not, the second was calculating the optimal number
of smaller orders it needs to be split into and the final step
was assigning items to those smaller orders and optimizing the
route for each of the orders. This is implemented as part of the
smart WMS in some of the largest warehouses in Bosnia and
Herzegovina. The results are satisfying, as well as feedback
from warehouse management and workers.

Future research will focus on improving the algorithm with
different optimization method. Alongside that, future work will
be focused on upgrading mentioned Warehouse Management
System with additional features. First of them will be order
batching - order picking of many smaller orders or parts
of larger orders during one visit, which could be useful for
warehouses with 48 hours delivery time, since it cannot be
used in real-time.
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Abstract— Poor software quality due to failure to organize 

development processes using SPI is visible in small software 

companies, although these companies are significant to industry 

and world economy; the challenge of quality needs much more 

attention. The development of different frameworks to sort the 

development process in SSC continues to leave a lot to be 

desired. This work leads us to the development of a comparison 

framework which will ultimately end with an adaptable SPA 

and SPI framework for SSC. From a SLR to identify the factors 

affecting SSC and mapping them to the specific processes in 

which they occur, we analyze the software development 

environment and identify SPI frameworks that have registered 

success in similar environments of SSC to help us adopt best 

practices from which comparison is made to generate 

requirements for an adaptable SPI framework within context 

for small companies. 

I. INTRODUCTION 

ost of software development establishments face 

teething troubles in their projects due to deficiency of 

utilization of best practices and standards[1-3]. According to  

Khokhar et al [4] 50% of all application do not encounter 

trade goals while 40% of software development ventures do 

not deliver intended return on investment due to lack of best 

practices. Most software process assessment (SPA) models 

and standards pay attention primarily on medium and large 

companies; this obscures the helpfulness and proficiency of 

small software companies (SSC) perhaps because of their 

particular characteristics and limitations [5-7]. 

The entire software engineering SE industry appreciates the 

value of SSCs in terms of their link in producing cherished 

products and services to the industry. Although software 

process improvement (SPI) offers SSC prospects and 

trials[8], the bulk of software companies in industry fall 

within the SSC size category. It is essential to note that for 

SSC to offer customers with quality products that meet client 

needs within time and budget, the SSC must address daily 

trials, which involve probing software processes to ensuring 

production of quality products[5, 9]. This is a dreadful task 

to SSC probably due to time, resources and actually it ends 

up not being the case.  

The apparent value of a simple practice in SPI is easily done 

using low cost practices, that makes SPI inexpensive for SSC 

                                                           
 This work was not supported by any organization 

with inadequate resources, facilitating them to achieve 

significant paybacks minus the utilization of a 

disproportionate quantity of resources[10]. This situation has 

stifled quality in SSC especially in Africa that SPI is unheard 

of. An organization that is interested in improving quality by 

undertaking SPI will require to conduct a quick and 

inexpensive procedure which is a nightmare for SSC, and 

this explains why software practitioners in such situations 

should figure out which SPI frameworks for the varied 

available framework is the most relevant. Sizeable 

achievement has been recorded by larger software companies 

leaving SSC behind hence the need to pay attention to the 

SSC. In this spirit, SPI has been adapted to fit in specific 

contexts[11, 12]. Accordingly, this work attempts to develop 

a roadmap for a SPI comparison framework (SPICOF) that 

compares frameworks used to solve trials in similar software 

development environment (SDE), so as to adopt 

improvement actions (IA) that will be applied to solve the 

trials in the SDE for which the framework is being 

developed. The outcome of this work will eventually be used 

to formulate requirements for an adoptable SPA framework 

for SSC based on the characteristic factors that affect SSC 

for example those from Africa. 

The rest of this paper is organized as follows, Section II is 

related work, section III covers our approach, section IV 

covers what will makes our work different, section V covers 

our own analysis and chapter VI concludes the paper with 

what works will follow. 

II. RELATED WORK 

A. Comparing SPI frameworks 

The Comparison of SPI frameworks is not common perhaps 

because of low uptake of SPI and maybe most of the 

frameworks that exist have been designed to suit specific 

SDE[13, 14]. This comparison of these frameworks is such a 

challenge because they are comprehensive and have 

particular description. In choosing SPI framework, 

practitioners choose frameworks as favorite based on 

subjective reasons. In cases of SSC we have seen 

frameworks developed also to suite specific SDE and cases 

of comparison are also limited to renowned frameworks like 

CMM, ISO 15504 and ISO 9000 perhaps this is explained by 

the fact that choosing a framework against another is 
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complicated.  Comparisons majorly for two different 

reasons;  

First, authors of new frameworks compare what has already 

been developed with what is being authored to determine the 

differences and the similarities.  In [1] Zarour highlights 

what he describes as authors point of view, in which authors 

of new frameworks compare with existent frameworks.  For 

example in [6], Anacleto et al compares RAPID, SPINI, 

FAME, TOPS and MARES. As authors of MARES they 

seem to check the difference and similarity of MARES and 

the other 4 frameworks using requirements. In another 

example McCaffrey et al [15] compares their proposed 

assessment model for SSC to other lightweight assessment 

methods. 

Secondly, organizations without SPI strategy or with little 

knowledge on SPI can prudently compare different SPI 

frameworks to learn about other frameworks so as to conduct 

self-assessment to evaluate capability levels. Zarour et al[1] 

and Halvorlsen et at [2] discuss organizations need to 

compare frameworks to facilitate choice of SPI frameworks. 

For instance in [13] Tingey makes a thorough comparison of 

CMM, ISO 15504 and the Malcom Balgride National 

Quality Award(MBA) to expedite companies capacity to 

take knowledgeable choices. We also see in [16] Paulk 

comparing ISO 9000 and CMM to help organization make a 

clear distinction on the underlying philosophies, although he 

also highlights the fact that they address common concerns 

of quality and process management (PRM). 

The two scenarios have often led to the use of the four types 

of comparison methods, as discussed by Halvorlsen in his 

taxonomy [2]. In his classification, he highlights, needs 

mapping comparison method, framework mapping 

comparison method, characteristics comparison method, and 

bilateral comparison method. Authors [1, 2, 6, 13, 15-17] 

have compared SPI frameworks with the stated comparison 

methods argued as follows: 

1) Needs Mapping Comparison Method 

Needs mapping is a technique which contemplates 

organizational and environmental requirements when picking 

which SPI framework to embrace. Here are some examples 

as cited by [2]: Certification desires, for example of ISO 

9000, is regularly enforced on subcontractors; Management 

may oblige that the preferred SPI framework must be 

incorporated in a total quality management methodology. In 

alternative occurrences, [1] uses this technique to compare 

TOPS, Micro-Evaluation (OWPL), MARES, SPM, RAPID, 

FAME, and EAP as different frameworks And similarly  [6] 

compares MARES to RAPID, SPINI, TOPS, and FAME. 

This method is not a straight comparison between 

frameworks, in that requirements are considered to be of 

paramount significance and must be cautiously considered 

into since they are challenging and can utterly limit the select 

of framework. For the reason that evolution in organizational 

environment is perpetual, we see the requirements keep 

changing instigating variation from one organization to the 

other. 

2) Framework Mapping Comparison Method 

In [13] we appreciate that every single framework consists of 

a conventional statements or necessities allocating the 

content and emphasis of the framework as deliberated by [2]. 

Framework mapping is the procedure of constructing a map 

from statements or conceptions of one framework to those of 

the alternative. There are two divergent ways to do this: 

Mapping prevailing frameworks into the suggested 

framework being exclusively for the resolve of comparing, 

this delivers a mutual argument of reference from which the 

frameworks can be appraised, compared and contrasted; in 

the characteristics method the objective is to pronounce 

crucial traits of each SPI framework. Nevertheless, the 

purpose of mapping is to identify intersections and 

interactions between frameworks and produce a map of these 

statements or relationships. There can occur solid, weak or 

certainly not correlation as seen in Tingey’s comparison of 
the 3 frameworks [13]. He, maps CMM, ISO9000 and the 

MBA on 2 stages, high and low reliant on the quantity of fact 

every one encompasses. This also decrees how the mapping 

outcomes can be revealed, for example in a matrix or some 

kind of graphic illustrations like Venn diagrams. 

This is principally handy when an organization engages two 

or more distinct SPI frameworks, as analogous statements 

can be recognized and redundancy eliminated. The 

additional exertion required to employ an extra framework 

can be decreased. It is definitely a more low-level and 

detailed comparison method than characteristics. Because 

mapping goes into the specifics of each framework, it is not 

suitable for a broad impression. On the other hand, mapping 

into a base framework and supplementing with a quantitative 

analysis can point to overall focus and content. Framework 

mapping necessitates that some streamlining assumptions are 

put into thought. The outcomes are unavoidably prejudiced 

by these expectations as observed in [13]. 

3) Characteristics Comparison Method 

Grounded on a far-reaching literature inspection, [2] and [1] 

compare various frameworks in a taxonomy by defining an 

extensive list of relevant characteristics. Each framework is 

then described in terms of these characteristics and the 

outcome is presented in a tabular format. This type of 

comparison is well suited for a general overview of the 

frameworks and it can be used as a foundation for other 

comparison methods. A lot of information can be concluded 

from a table listing the characteristics of a number of 

frameworks. However, the comparison is on a high level and 

details must be collected elsewhere. For this purpose one of 

the other comparison methods can be used. 

In [1] we see five frameworks of RAPID, SPINI, FAME, 

TOPS and their new method MARES  compared by 

Anacleto et al. the characteristics listed are objective, 

measurable and comparable. Although Halvorsen [2], also 

uses this framework in his taxonomy he argues that being 

objective is almost unmanageable in the firm sense, 

determinate is often a matter of human ruling, and 

comparable means that a practitioner will benefit from the 

comparison. He claims that a kind of dimension scale should 
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be used, e.g. minimal, ordinal or outright have diverse strong 

point and weak points, and numerous are used later. He 

parallels, six SPI frameworks; TQM, CMM v1.1, ISO 9000, 

ISO/IEC 15505(SPICE) GQM and SPIQ with a long list of 

characteristics  

4) Bilateral Comparison Method 

In this comparison method, we compare two frameworks 

textually, such as what we see when CMM and ISO 9000 

actuality compared by Paulk in [16] then in another instance 

SPICE and ISO 9000 compared by El-Emam et al.in [17] 

The variance in the middle of this comparison technique and 

the others formerly designated is the textual natural 

surroundings. A bilateral comparison is frequently a rapid or 

description of outcomes from supplementary comparison 

techniques. 

The bilateral comparison can carry on the argument of an 

outlook of one framework and refer to the other in terms of 

that. This is appropriate for people with thorough awareness 

of one framework, as they can easily get insight into other 

using familiar terms. 

The extent of detail involved in a bilateral comparison can 

contrast extensively, depending on the purpose for which it 

is in black and white. Generally, the extent of fact is 

someplace in the middle of the characteristics and the 

mapping methodology. 

III. OUR APPROACH 

A. Overview 

Our focus is to have a SPICOF that compares frameworks 

that have been used in a similar SDE and also compare the 

challenges in software development. This is done to identify 

potential IA in the proposed framework from the action 

taken in solving the identified problems and resolving issues 

in the identified SDE. These potential IAs are scrutinized 

and mapped to the respective challenges for adoption of 

requirements and as basis for assessment in the proposed SPI 

framework being designed.  

To put this into perspective we use data from the SLR 

conducted by [18] from which 69 frameworks for SPI used 

in SSC from 77 empirical studies over a period of thirty 

years, 21 frameworks are identified with significant 

frequencies of 80.2% with each having a frequency of at 

least 3 and classify the remaining 48 which appear once and 

twice as others with 19.8%. Frameworks CMMi and 

ISOIEC15504 stand out as represented in figure 1 with 15.8 

% and 12 % respectively majorly because most of the other 

frameworks adopt certain principals from the two.  

Table I shows process area and process extracted during the 

same SLR in [18] that identifies the 22 processes areas from 

4 overall processes i.e. Project management (PM), Eng, 

PRM and Support, that are addressed using the SPI 

frameworks recognized in the empirical study, the process 

areas with the corresponding frequency of the factors 

affecting SSC showing which particular process they affect.   

PM, ENG, Support SS, and PRM. PRM is most affected 

process in that order as illustrated in Fig 2. 

 

 

Fig 1 Graph representing SPI frameworks identified in the SLR 

frequencies in percentages 

 

TABLE I  

PROCESS AREAS, PROCESSES AND CORRESPONDING 

FREQUENCIES OF IDENTIFIED FACTORS AFFECTING SSC 

WITHIN THE PROCESSES 

A B C D 

Project 

management 

Project Planning and Organization  18 

69 

Project Characteristics 1 

Project Management 31 

Subcontract management 3 

Cost estimation 1 

Risk Control and management 5 

Tracking and oversight 3 

Project Monitoring and Control. 7 

Engineering 

Requirement gathering 1 

49 

Requirements Management, 20 

Requirements Assessment 1 

Requirement development 3 

Software Development 3 

Verification and Validation 9 

Configuration Management 12 

Process 

management 

Measurement and analysis 2 

13 
Tracking and oversight 3 

Process Establishment 7 

Change management 1 

Support 

Process and Product Quality Assurance  29 

31 Problem Resolution 1 

Management support & Commitment  1 

A- Process  

B- Process Areas 

C- Frequency of factors affecting SSC by process area 

D- Frequency of factors affecting SSC by process 

 

Fig 2. Percentile representation of factors affecting SSC against process 

areas 
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Fig 3. Graph representing frequencies of factors affecting SSC in specific 

processes 

The 69 frameworks used for SSC identified from the SLR 

give us a picture of how much work has been done despite 

the continued slow pace of improvement in quality of 

software especially in SSC. 

B. Analysis of different frameworks and how they are used in 

different environment 

Based on the analysis of the SPI frameworks for SSC we 

single out 7 based their characteristics and the development 

environment from which they operate i.e. Moprosoft, Mares, 

iSPA, RAPID, SPINI, MPS-BR and MECA see table III. We 

study the activities involved the improvement process of 

each of the identified SPI frameworks and discuss them as 

follows;  

1) MoProSoft 

This framework was established in Mexico together with the 

UNAM, the Mexican Association for the Quality in Software 

Engineering (AMCIS) and the Ministry of Economy[20], 

The drive of the manuscript was to present a Software 

Industry Processes Model (MoProSoft) in Mexico 

supporting the regularization of its procedure through the 

integration of best practices in software management and 

Eng.  

Adopting the model was meant to permit nurturing the 

capability of organizations to offer high quality services and 

reach international level of competitiveness.  

It has 6 processes; business management; PRM; PM; 

resource management; administration of definite assignments 

and Software development centered on the ISO/IEC/12207, 

CMM, ISO9001[19] 

2) The MARES Process Assessment Model  

Brazilian software industry has grown at a fast rate yet 

playing a pivotal role in the economy. However, the SSC 

were face quality and productivity problems caused by 

organizational and administrative deficiencies, which 

affected their competitiveness.  

MARES as a methodology for SPA in SSC was designed to 

support software process considering specific characteristics 

and limitations[7, 20]. SSC in Brazil found it particularly 

difficult to run assessments in conformance with 

international standards or models, such as, ISO/IEC 15504, 

CMMI for software or ISO 9001 (including 9000-3) due the 

major emphasis of these models and standards on medium or 

large companies. Nevertheless, characteristics and confines 

typical for SSC in conformance with ISO/IEC 15504 by 

integrating context –process model in order to support the 

selection of relevant processes and process-risk model to 

support the identification of potential risks and improvement 

suggestions [21].  

The MARES process assessment framework was also 

enhanced by the description of a context-process relationship 

model, which mimics the association between specific 

characteristics known difficulties and business objectives[6]. 

It was assembled by researchers from the UNIVALI 

University in collaboration with CenPra research center in 

Brazil[22].  

MARES is divided into five core parts which are planning, 

contextualization, execution, monitoring and control and 

post-mortem[6]. Methodology for process assessment in SSC 

entail a model which is based on the exemplar model of part 

5 of ISO/IEC 15504, [20] an assessment process that 

encounters the requirements of the assessment process 

defined in ISO/IEC 15504-2, an assessor accreditation 

method which outlines procedures and an assessment 

monitoring method which enables the constant monitoring of 

assessment methodology. [7, 22]  

3) iSPA Integrated Software Process Assessment 

The Malaysian software industry was facing difficulties in 

their software projects due to lack of putting into practice the 

best practices and standards. According [23] 50% of all 

application are unsuccessful and did not achieve business 

goals whereas 40% of software projects failed to deliver 

intended return on investment due to lack of best practices. 

Among the causes of lack of best practices was level of 

awareness and understanding amongst software development 

companies. There were also issues of costs involved in the 

direction of the execution of standards or benchmark 

requirements which had become a significant deterrent 

factors [24]. This gave rise to the development of the SPA 

framework iSPI as a starting point from the ISO/IEC 15504 

(Information Technology – Process Assessment) as an all-

inclusive standards or SPA [25]. ISO/IEC 15504 is seen as 

an internationally recognized standard by ISO organization, 

and also embraced as a Malaysian standard. The framework 

has 3 layers to the system which are presentation, application 

and data layers with 6 processes Project/Process profiling 

gap analysis; Strength/Weakness generator; Improvement 

plan; Customization of PRM and Reporting[25]. 

4) RAPID (Rapid Assessment or Process Improvement 

for software Development)  

This is a light weight ISO/IEC 15504 or SPICE complaint 

assessment methodology with a range of 8 processes[26]. 

Requirement elicitation, software development, 

configuration management, quality assurance, problem 

resolution, PM, risk management, and process establishment. 

This methodology has been preferred for evaluation to its 

semblance with SPICE[27] probably because of its addition 

of threat management process within its activities.  
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The key aim of RAPID is to pinpoint the strong points of 

companies and also make certain threats and improvement 

prospects[7]. The Rapid assessment encompasses 210 

questions which will be appraised concentrating on risk 

management practice and analysis of the consequence of the 

process.  

The RAPID assessment was constructed following the 

findings from a technical report, Much of the assessment is 

done through an interview it places its significant importance 

on the competence of the person doing the assessment, the 

assessor assumes dual roles which are team leader and 

support assessor, in each of the roles the assessor will have a 

specific task to carry out[28] RAPID was established by the 

Australian Software Quality Institute [29]. 

5) SPINI (An approach for SPI Initiation)  

SPINI is an ISO/IEC 15504 or SPICE compatibility 

assessment method it was recognized as part of the SataSPIN 

project it was introduced in 1998 in the Satakunta region 

Western Finland[7]. This initiative was established to 

advantage software companies most of which ware part of 

SMEs to grow their operations with known standard 

frameworks. SPINI encompasses 3 agendas; First of all, the 

organization desires to appreciate the abilities of SPI in 

achieving its business objectives. Secondly, an assessment of 

the current software processes desires to be complete and 

lastly the SPI actions require be planned and supported. The 

framework comprises of events that are assembled from 

peripheral advisors; points of view steps; understanding 

priorities, carrying out assessment and supporting SPI. [14] 

The method articulates the important actions that were 

established as beneficial in starting up SPI using external 

support [7]. 

 

6) MPS-BR 

MPS.BR Program is a countrywide mobilization drive that 

was envisioned for the improvement of software process in 

Brazil which created the MPS Model.  

The MPS.BR program acronym is in  Portuguese meaning 

“Melhoria de Processo do Software Brasileiro” was created 
in late 2003 by an Association for Promoting the Brazilian 

Software Excellence (SOFTEX). This association is 

composed of organizations in some cities of Brazilian states. 

SOFTEX has about 1,600 conglomerated companies and 

70% are SSC.   

The MPS-BR model constitutes of three key components: 

MPS Reference Model (MR-MPS); MPS Assessment 

Method (MA-MPS); and MPS Business Model (MN-MPS). 

MR-MPS and MA-MPS are ISO/IEC 12207 and ISO/IEC 

15504, CMMI-DEV compatible, based on SE best practices, 

and in harmony with the Brazilian companies reality.  

TABLE II. 

SELECTED SPI FRAMEWORKS AND CORRESPONDING PROCESSES ADDRESSED DURING ASSESSMENT AND 

IMPROVEMENT 
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Project Characteristics x x x 

Project Management x x x x 

Subcontract management x x 

Cost estimation x x 

Risk Control and management x x x X 

Tracking and oversight x X 

Project Monitoring and Control. x x x x X 

Engineering 

Requirement gathering x x X 

Requirements Management, x x X 

Requirements Assessment x x X 

Requirement development x X 

Software Development x x x x x 

Verification and Validation x x 

Configuration Management x x x 

Process management 

Measurement and analysis x x x 

Tracking and oversight x x x 

Process Establishment x x x x 

Change management x x 

Support 

Process and Product Quality Assurance x x x 

Problem Resolution x x x x 

Management support & Commitment x x x 
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The three key components consist of 23 processes 

organization, innovation and deployment; Causal analysis 

and resolution; Organizational process performance; 

Qualitative PM Risk management; Decision analysis and 

resolution; Requirement development; Technical solution; 

Validation; Verification; Software integration; Software 

installation; Product release; Training; Process 

establishment; Process assessment and improvement; 

Tailoring process for PM; Configuration management; QA; 

Acquisition; Measurement; PM and Requirement 

management. 

7) MECA  

In Pakistan most large, medium and SSC had challenges in 

establishing quality improvement programmes. Contrary to 

others, Khokhar et al [4] perceive large organizations as 

distinct to SSC finding them generally complex to implement 

and adjust to quality improvement strategies. This proved 

complex since most quality models like CMMI and SPICE 

primarily addressed the requirements of large companies 

only. The MECA model offers a continuous monitoring 

approach for software processes and provides basis to 

commence improvement.  

MECA is motivated by the Plan, Do, Check Act (PDCA) 

model. The PDCA was established by Walter Shewhart, it is 

responsible for the basic viewpoint of a controlled, cyclic 

approach to continuous improvement. MECA aids 

companies which continuously struggle to attain CMMI. 

Thereafter the output of the SPI framework designed will 

also be used to compare the existent outcome of adopted SPI 

frameworks.  We use two different SPI comparison methods, 

the characteristics method and the needs mapping 

comparison method. Fig.5 is a UML notation of a proposed 

dynamic SPICOF which has 3 main components being 

Analysis, Mapping IA and requirements and has 8 processes. 

The requirements are then used for the design and 

development of a SPI framework which is external to this 

work to see fig 6.  

C. The proposed SPICOF 

1) Analysis 

In the first component denoted as 1 the proposed framework 

has 2 steps one is to analysis of SDE to elicit the challenges 

and the environmental context in which software is being 

developed. Then the second step identifies software 

frameworks that have been used in similar SDE to study the 

IA from which the existent frameworks being compared. 

These are denoted with numbers 1,2,3,…n in fig. 4. This 
serves to elicit the potential IA on the challenges that were 

addressed and in the SDE. The number of frameworks to 

select for comparison depends on existent frameworks 

chosen, preferably a choice of frameworks that addresses at 

list one of the challenges and SDE issues elicited. The output 

of step one and two in the first component of the proposed 

SPICOF are then tabulated in a matrix as input in the second 

component of the proposed SPICOF. 

2) Mapping Improvement action to challenges 

This component of the proposed SPICOF has 2 processes, 3 

and 4, the first process identifies which potential IAs should 

be taken, this IA is then mapped to a corresponding 

challenge and SDE issues listed in the matrix. This potential 

IA in the matrix is entered so as to give a basis from which 

choice will be made for the best.  In same step the different 

potential IAs identified in the matrix are compared to choose 

the best option that can solve the challenge and the SDE 

issues identified.  

Challenges and SDE issues that have not been mapped to a 

potential IA are put aside in the 4
th

 process for other 

challenges that have not been mapped to IAs in the matrix to 

be identified as a candidate challenges for further scrutiny 

whose IA are sought from other best practices. The mapping 

is done at low level so as to scrutinise all siginificant detail 

required to solve particular challenge. 

 

Fig 4. Mapping improvement action to challenges 

3) Requirements for SPI 

Component 3 has three processes, 5 through 7 with iteration 

between step 7 back to the 4
th 

process in the second 

component and then to the 5
th

, 6
th

 and 7
th

 in the third 

component. In step 5 candidate improvement actions are 

identified as requirements using the characteristics 

comparison method the requirements are scrutinized for 

presentation as measureable, comparable and extremely 

objective characteristics being input for construction of the 

SPI framework.  An analysis is performed and results are 

mapped to output of step 1 and 2 for consistency and 

traceability. In this step again uses characteristics 

comparison method which is based on extensive literature 

survey in steps 1 and 2. The requirements that are defined in 

terms of the chosen potential IAs and input for step 6. 

The actual construction of an adaptable SPI framework is 

then done using data from this stage SPA and SPI is done 

outside this scope see fig 6. All chosen IAs from different 

frameworks are put together to address the challenges 

identified, environmental issues elicited and results of the 

assessment from the SPA conducted.  

In proses 7 the final comparison of the report of the SPI 

results highlighting the impact is compared with impacts of 

IAs conducted from the candidate actions adopted. After this 

assessment the gaps identified are iterated through step 4, 5, 

6, and 7 until marginal gaps that can be negligible are 

identified then we stop here. 
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Fig 5. Dynamic SPI comparison framework for generating requirements for an adoptable SPI framework 
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Fig 6. Requirements Improvement actions 

IV. WHAT MAKES OUR FRAMEWORK DIFFERENT 

A. Overview 

SPA and SPI frameworks are significant in software process 

modeling and improvement to the extent that where software 

development is being practiced without SPI has a lot to be 

desired. This framework paves way for simplifying SPA and 

API for SSC. Unlike other frameworks this proposed 

framework compares SPI frameworks for the purpose of 

benchmarking to design and develop an adaptable SPI 

framework. In table II we compare the characteristics of our 

framework with the frameworks of [1, 2, 6]. 

The proposed framework has a twofold comparison; this 

makes it unique from the other SPICOFs that look at 

comparison only in perspective of what has been done. We 

compare for assessment before process improvement and for 

assessment of our SPI framework after application. 

B. Assessment of proposed framework 

Once characteristics of the company and the SDE in which 

they operate are identified, IA are identified and 

improvement is conducted then an evaluation based on test 

of safeguards in operational planning, the flexibility, 

informal management styles and risk management  to check 

the changes in the safeguards still affect the processes. And 

then back to the loop.    

V. OUR OWN ANALYSIS 

A dilemma came into SE around 1965-1985 when failure of 

projects was increasing and the main cause of this crisis was 

the overall complexity of the software process, with projects 

over shooting budgets; and schedule; Low quality software; 

Requirement are not met; generally, projects were 

troublesome [30]. Accordingly, different solutions came up 

including SPI with frameworks and models like CMMI and 

SPICE.  

Frameworks are reusable design for all or parts of 

development that is represented by a set of abstract 

processes, describing how software development is broken 

down into a set of interacting processes and the interaction 

with in the sub processes. If only SSC could effectively use 

frameworks, There is a promising avenue in this for 

achieving best practices in software development particularly 

by reducing the cost and ultimately improving the quality of 

software. Frameworks have played a pivotal role in software 

process modeling, evaluation and improvement; they have 

TABLE III. 

A COMPARISON OF CHARACTERISTICS OF PROPOSED COMPARISON FRAMEWORK TO OTHER COMPARISON FRAMEWORK 

Zarour et al. 

Characteristics[1] 

Halvorsen 

Characteristics[2] 

Anacleto et al. Characteristics[6] Proposed Characteristics 

-Total of evaluated 

processes 

-Assessed processes. 

-Number of processes to be 

enhanced 

-Assessment period 

-Geographic origin/spread 

-Scientific origin 

-Development/firmness 

-reputation 

-Analysis procedures 

-Budget 

-Guidance for process choice 

-Support for identification of threat and 

perfection proposals 

-Requirement for precise SE awareness 

from the company representative 

-Tool provision 

-Public handiness 

-Numbers of challenges being addressed. 

-Similarity of SDE in terms of skill, customer 

awareness, PM practices. 

-How challenges addressed vs adopted of 

tools. 

-Impact on quality of software. 

-Timeliness to market, team size vs project 

completion time 
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also enabled developers to rapidly produce new applications. 

However, the absences of an adaptable framework for 

different contexts in SSC make it difficult to improve the 

processes. An understanding of the characteristics of SSC 

will fill the gap that has made comparison of different SDE 

an attainable.  

Most organizations fail to adopt such frameworks due to the 

costs involved, [31], and time factor and yet the other SPI 

frameworks continue to adopt the already marked as 

complicated frameworks. Although performing the CMMI 

based improvement is  difficult and expensive for SSC [14]. 

Small companies often fail to afford the cost overrun, which 

is necessary for the popular frameworks. 

In Africa for example, the case is different although the SSC 

face the same challenges of lack of implementation of best 

practices, lack of adopted standards and generally 

disorganized software processes; there is also no evidence in 

literature, of attempts to localize the existing frameworks for 

SPI[32-36].  

Countries like Brazil, Mexico, Pakistan, Australia and 

Malaysia have developed local standards like MPS-BR, 

Moprosoft, iSPA, MARES, SPINI and MECA [9, 37, 38]. 

Because the existing international frameworks like CMMI 

and ISO 15505 have not registered substantial successes with 

SSC due to different reasons, all attempts to improve 

software process have not been ceased.  

The success of a better software industry in places like 

Africa will be dependent on how much effort can be put to 

improve the status quo[36]. It is therefore high time since the 

industry is growing rapidly that we began to assess the 

software processes in Africa, in order to improve on quality 

of software.  

Software process is a set of related activities that split 

software development efforts into separate stages to improve 

design, product management, and PM; it leads to the 

production of software. These activities may involve 

the development of the software from the basic idea, or 

transforming existing software. Processes are significant for 

providing avenue for efficiency, effectiveness, and reduce 

waste in an organization. Ineffective processes cause 

frustration, delays, and increased costs, however they can be 

improved. 

SPI frameworks in SSC face numerous challenges, most of 

all is the ability to demonstrate the expected business results 

as suggested by  Wangenheim et al. [39] and Cater-Steel et 

al. [40]. These authors suggest the reduction in process 

assessment expenses and the time essential to make the SPI 

benefits noticeable. Accordingly Staples et al. [41], also 

proposes that SPI approaches dedicated to SSC are better 

cheaper and within a reasonable time for SSC. 

VI. CONCLUSION AND FUTURE WORK 

Our findings indicate that contextualization of SPI require 

each specific context to be treated differently and hence the 

need for an adaptable framework. We have noted that the 

SDE for SSC significantly differ and the difficulty in one 

place may also occur differently and this calls for tailoring 

the solution differently. 

We have observed that the application of the CMMI, SPICE 

and other standard frameworks and there adoption for the 

purpose of design of SPI frameworks may not necessarily 

take us to successful results for SSC. The software 

development processes in SSC and the factors that affect 

them do not occur in the same pattern project management 

process area may have less issues compared to PRM process 

area in two software different environments owing to 

different reasons.  

These observations make the road map for the development 

of a SPICOF clearer giving us good insights into the 

development of the adaptable SPA and SPI framework for 

SSC which is context independent. Therefore the framework 

being developed will draw lessons from the above 

observations and other findings next studies to identify 

characteristics of SSC. In the near future we plan to make 

comparison of different SDE in relation to the SSC 

characteristics and how much it affects quality before we 

validate the SPICOF being developed for SPI in SSC. 
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Beširević, Admir . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .125
Bey, Kadda Beghdad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Bouznad, Sofiane . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
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